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FOREWORD

The term "Mesosphere-Stratosphere~Troposphere Radar" was invented to
describe the use of a high-power radar transmitter (typically 1 MW) to-
gether with a large vertically, or near vertically, pointing antenna to study
the dynamics and structure of the atmosphere from about 10 to 100 km, using the
very weak coherently scattered radiation returned from small-scale ir-
regularities in refractive index. Many interesting and important scientific
results obtained with this technique have been published in the scientific
literature (typically in the Journal of Geophysical Research, Radio Science,
and the Journal of Atmospheric and Terrestrial Physics), but until recently
there had been no forum for the exchange of information of a more techmical
nature.

- A workshop was organized by Drs. S. Kato and I, Hirota in May 1982,
on the subject of Equatorial Middle Atmosphere Measurements and Middle Atmo-
sphere Radars, sponsored by SCOSTEP, COSPAR, IAGA, IAMAP and URSI. A summary of
this workshop appears in Handbook for MAP Vol. 7, pp. 102-148. One session of
the workshop, on radar techniques, revealed a substantial number of unresolved
questions which seemed to be worth pursuing in a separate workshop.

The First URSI/SCOSTEP Workshop on Technical Aspects of MST Radar was
therefore organized, and was held on May 23-27, 1983; this Volume contains
the papers presented at that meeting. The response to the Call for Papers was
substantial, amounting to 108 papers from 10 different countries; the vast
majority of these papers have never before appeared in print.

The discussions at the Workshop involved nine major topics, each of which
was in the charge of a convener, who prepared an introductory review. Each also
prepared a separate contribution (or modified the original contribution) based
on the papers presented and the discussion that ensued.

Each major topic was in turn divided into subtopics with one person re-
- sponsible for preparing a paper and leading the discussion. A number of con—
tributed papers were also furnished under many of the topics.

It is hoped that this volume will be helpful both to scientists who use MST
radar results, so that they may understand the capabilities and limitations of
the technique; and also to scientists and engineers worldwide who may be
interested in designing and constructing an MST radar of their own.

My co-organizer, C. H. Liu, and I would like to express our thanks to the
sponsoring organizations, to the topic conveners, and to the subtopic discussion
leaders for a most interesting and stimulating week of technical discussions,

We would also like to extend our thanks to Mrs. Belva Edwards, Chairman of the
Local Organizing Committee, and to the staff and students of the Aeronomy Lab-
oratory of the University of Illinois for their invaluable help.

S. A. Bowhill
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1. METEOROLOGICAL AND DYNAMICAL REQUIREMENTS FOR MST RADAR NETWORKS
" (Keynote Paper)

R. G. Ropét

Department of Geophysical Sciences
Georgia Institute of Technology
Atlanta, GA 30332

While the ST radar is an ideal tool for operational wind profiling, it is
highly doubtful that it will replace the radiosonde, even when coupled with
microwave detectors capable of measuring temperature and humidity profiles
(Larsen, 1.1-A this volume). There is a possibility that low-VHF radars may be
able to produce temperature profiles, ST radars are most useful for studying
jet stream dynamics, tropopause height, passage of fronts, atmospheric stabili-
ty, wave motions, and vertical velocities, Their major advantage is that con-
tinuous real-time wind data are available over a height range extending well
into the lower stratosphere. The reliability of these systems is such that they
can operate virtually unattended.

An excellent example of an ST synoptic/mesoscale network comsisting of both
attended and unattended sites is located in Colorado (PROFS - Prototype Regiomnal
Observing Forecasting Service; see Strauch, this volume p. 325). Wind profiles
are available from this net by telephone dial-in (terminal and modem required!).
Each individual profiler in this net costs out at less than $100K.

While the global view of planetary waves is best determined from satellite
observations, the interaction of gravity waves with mean motion has been recog-
nized as playing an important part in the gemeral circulation. ST radars can
contribute significantly to our understanding of these interactions.

The measurement of wind profiles at low levels, such as produced by ST ra—.
dars, are of importance to MAP, since waves propagate vertically and can be the
source of turbulence at much higher altitudes.

The higher powered MST radar produces data with a better signal—to-noise
ratio at lower altitudes, and pushes the useful return height range into the
upper stratosphere, with mesospheric and lower thermospheric echoes becoming
evident. However, the region between roughly 40 and 60 km remains inaccessible,
and mesospheric returns are far from being continuous, This intermittency in
the method is of consequence in the measurement of all scales larger than gravi-
ty wave/turbulence scales (periods more than a few hours at most). Limitations
in the measurement of tidal amplitudes and phases are addressed in detail by
Forbes (this volume p. 22).

MST radars are realizing their potential as scientific tools, particularly
in the detailed study of short—period phenomena —— gravity waves and turbulence
in particular, Their future use in mesoscale monitoring is primarily governed
by economic considerations —— for example, it has been suggested that the opti-
mum s8iting for real-time readout of wind profiles for aviation use would be on a
100 km grid. While it appears that a synoptic network is not feasible at this
stage, the siting of at least one or two more MST radars in equatorial lati-
tudes perhaps on the Pacific island of Nauru, between the Japanese MU radar, and
the MST radar being developed in Australia, and on Canton Island, midway between
Nauru and Jicamarca, would contribute significantly to our knowledge of merid-
ional circulation throughout the middle atmosphere, give further imsight into
the role of equatorial Kelvin waves, and help in resolving some of the gaps in
our understanding of the atmospheric tides,



One should not lose sight of the fact that the MST radar is not the only
tool for ground-based studies of the middle atmosphere. Whenever possible,
complementary techniques should be employed at the same site, and the already
existing network of radio meteor wind and partial reflection drift stations
should be utilized as effectively as possible in coordinated observations of
atmospheric dynamics.

QUESTIONS NOT ANSWERED

1. Do models exist which can absorb high resolution wind profile data into a
forecasting scheme?

2, Can ST radars resolve vertical motion at jet stream perturbation scales?
PROPOSED EXPERIMENTS

1. Wind speed/turbulence correlations are higher than mean shear/turbulence
correlations for radars located near hills/mountains. These correlations
should also be determined by a radar located in flat terrain (e.g. Urbamna),

2. The measurement of ageostrophy in stratospheric winds can be determined by
comparison between actual wind profiles (ST measurements) and satellite
derived winds,

3. TUpcoming satellites will measure middle atmosphere winds directly. The
"ground truth" provided by MST radars will be invaluable in the initial
interpretation of these results,



1.1A THE MST RADAR TECHNIQUE: REQUIREMENTS FOR OPERATIONAL
WEATHER FORECASTING

M, F. Larsen

School of Electrical Engineering
Cornell University
Ithaca, NY 14853

INTRODUCTION

Recent interest in improving our ability to make mesoscale forecasts has
been the result of improving observational technology and theoretical under-
standing of mesoscale motions, There is a feeling that the accuracy of fore-
casts for spatial scales of less than 1000 km and time scales of less than 12
hours can be improved significantly if our resources are applied to the problem
in an intensive effort over the next decade. Since the most dangerous and dam-
aging types of weather occur at these scales, there are major advantages to be
gained if such a program is successful, The interest in improving short-term
forecasting is evident in the series of papers resulting from the International
IAMAP Symposium on Nowcasting (BROWNING, 1982), ‘the paper on the long-term goals
of NOAA as presented by SCHMIDT (1983) at the Fifth Symposium on Meteorological
Observations and Instrumentation, and the two handbooks published by the UCAR
Committee on the National STORM (Stormscale Operational and Research Meteorolo-
gy) Program (UCAR, 1982; ANTHES, 1983). The conclusion of all of these publica-
tions is that the technology at the present time is sufficiently developed, both
in terms of new observing systems and the computing power to hardle the observa--
tions, to warrant an intensive effort to improve stormscale forecasting.

The National STORM Program handbooks (UCAR, 1982, ANTHES, 1983) are excel-
lent source books on the genmeral problem of short term forecasting. The first
handbook summarizes the need for this type of forecasting and the framework for
achieving the desired improvements, The second handbook gives a detailed as-
sessment ot our capabilities and understanding at the present and the areas of
research most in need of attention, Questions that will have to be addressed
deal with the type of observing system or systems that will be used to generate
data compatible with the scales of motion being discussed and the way the data
will be used operationally. HOOKE (1983) summarized the situation as follows:

"Within the next several years, operational meteorology will be
facing some crucial decisions regarding measurement systems, The
most obvious and important example is the determinatiom of winds. A
variety of remote sensing techniques have been used experimentally
to measure wind direction and speed in clear air. There is substan-
tial need for an integrated effort to determine which of these tech-
niques is most promising by testing alternative methods in the field.
This will be a necessary prelude to the procurement and deployment of
a next—-generation wind sensing system."

In this review I will attempt to provide an assessment of the extent to which
the so—called MST radar technique fulfills the requirements for amn operational
mesoscale observing network, and I will delineate the extent to which improve-
ments in various types of forecasting could be expected if such a network is put
into operation.

CHARACTERISTICS AND CAPABILITIES OF THE RADAR TECHNIQUE
The MST radar measures the vertical profile of horizontal winds based ei-

ther on the Doppler shift of the signal backscattered from turbulent variations
in the refractive index or from the cross correlation between the signals re—



ceived at a set of three spaced antennas. The technique has been described in
detail by WOODMAN and GUILLEN (1974), GAGE and BALSLEY (1978), BALSLEY and GAGE
(1980), and ROTTGER (1980) among others. Details and advantages of various spe-
cific measurement techniques are discussed in much greater detail in other
papers in this volume,

I will concentrate on VHF radars that use a fixed dipole array and are
capable of measuring the vertical profile of the horizontal winds as a minimum.
Some MST radars operating at shorter wavelengths have fully steerable dishes.
An example is the 23-cm radar formerly located at Chatanika, Alaska, and now
located in Sondre Stromfjord, Greenland., I will not consider such radars here
since they are in the same category as the existing weather radar network if
upgraded to provide Doppler capability.

The radar's ability to provide wind profiles is something that is duplicated
by the standard rawinsonde. However, the radar wind measurements have many ad-
vantages, particularly if the mesoscale is of interest. The radar wind profiles
can be measured as often as desired down to the imposed equipment limitation of
a few minutes. There are no expendables involved except for the power used to
run the radar equipment, Also, the radar measures the wind profiled immediately
above the radar, During periods of high winds, the rawinsonde can drift as much
as 100 km during its ascent., Such an error can be a major one if the scales of
motion of interest are of the order of a few hundred kilometers, Finally, a
large part of the cost of rumning a radiosonde station has always been the sala-
ries of the personnel. Since the radar measurements are easily automated, ad-
ding VHF Doppler radars to the network would only increase the required extra
. manpower by a small fraction of the number of personnel needed if an equal num-
ber of new radiosonde stations were established, The success of such an ap~
proach is already evidenced by the Poker Flat MST Radar which has been operating
unattended since 1979,

However, the comparison between the radiosonde and the radar is not really
the most appropriate. The possibility of establishing a mesoscale radiosonde
observing network has never been considered very seriously since the cost is
prohibitive, Most likely the competition will come from satellites or some
other ground-based remote sensing system such as sodars or lidars, The primary
advantage of the radar over the acoustic sounder is the height range covered and
the insensitivity of the former to various forms of noise. A very complete re~
view of the capabilities of the acoustic sounding technique is given by BROWN
and HALL (1978). The lidar is competitive with the radar in terms of the height
range covered and the time and, certainly, the height resolution, but the lidar
is seriously hampered when there is precipitation or fog or simply when it is
overcast (STRAUCH and COHEN, 1972), The lidar provides information on atmos—
pheric density and humidity, but the radar provides data on the height of the
tropopause and other temperature structure such as inversions and fronts. Fur-
ther comparison between the advantages of the two techniques is needed, although
the main drawback of the lidar for operational applications appears to be the
limitations of the technique when used in the presence of clouds,

The satellite has a number of advantages over the radar., Primarily it
provides vast areal coverage in relatively short periods of time. Since a very
large source of error for large—scale forecasting is due to a lack of data in
sparsely populated regions, underdeveloped areas, and the oceans, satellite
measurements appear to be the best hope for improving large-scale observations.
The radars do not immediately offer any hope for providing data in data-sparse
regions, The height and time resolution, and the height range covered by the
radar is significantly better than that of the satellite, but the lack of spa—
tial coverage of the radar measurement is still ome of the limitations of the
technique.



So far, I have compared the advantages and disadvantages of the various
techniques, It is clear that the radar by itself cannot replace the other types
of measurements, but it can provide a relatively inexpensive solution to the
problem of upgrading the observing network to provide mesdscale resolution,
Meteorological radars already exist and provide important information for the
forecaster. Half-hourly satellite photos are an important input to the fore-
cast process and satellite measurements of temperature and winds are providing
data for areas where no information could be obtained otherwise, albeit with
less than desirable height resolution. However, the VHF radars can fill the
gaps that exist in the present radiosonde network. It has been shown by HOKE
and ANTHES (1976), DALEY and PURI (1980), and DALEY (1980) among others that
when small scales of motion are of interest, the wind information is more impor-
tant than pressure and temperature information, Therefore, the fact that the
radar only measures the winds, and not also pressure and temperature, should not
necessarily be viewed as a compromise of the technique when it is used for meso-
scale observations. 1T will discuss this point in more detail later,

REQUIREMENTS FOR AN OPERATIONAL SYSTEM

Although the topic of the Workshop is the MST (¥esosphere-Stratosphere—
Troposphere) radar, the ability to measure winds in the troposphere, strato-
sphere, and mesosphere is not required of the systems used for mesoscale weather
forecasting, A simple "Model T" Radar would be sufficient. With thanks to
Henry Ford, such a radar should be simple to mass produce, low cost, and depend-
able in operation, The reductions in antenna size and transmitter power gained
by reducing the design specifications of the system could reduce the cost of the
system by as much as a factor of ten when compared to an MST system. That is a
crude estimate but probably not unrealistic,

Discussions about the applicability of the radar wind measurements to
operational weather forecasting have generally center’ed on applications to
large—scale forecasting with improved spatial resolution sd that mesoscale
phenomena can be resolved. Of course, it is important that this aspect of the
radar technique should be discussed, and that may be how the systems are ulti-
mately applied. However, there are intermediate applications for such systems
that would allow the radars to be phased into the large~scale observing network
with possible significant forecast improvements at each intermediate step.
There are a number of very localized phenomena that lead to severe weather that
a small network of VHF radars could be useful in forecasting.

Applications that come to mind include the following. A network of between
3 and 6 radars distributed around the Great Lakes could be used for operatiomal
forecasting of lake-effect snows. Typically, the snows are generated by direc-
tional changes in the mesoscale flow patterns and eventually mesoscale circula-
tions develop in response to the heating effects of the lakes (ZIPSER, 1983),
It should be possible to detect these small-scale circulation changes with a
network of radars, More study would be needed to determine the real usefulness
of such a system for forecasting this very specific local phenomena,

A second application would involve use of a system of radars as a forecast
tool for the severe Colorado wind storms that occur every year in the lee of the
Rocky Mountains (LILLY and ZIPSER, 1972; KLEMP and LILLY, 1975). Since a cloudy
or precipitating atmosphere is not necessarily associated with this phenomena, a
scanning weather radar, even one with Doppler capability, is not particularly
useful for forecasting this type of event. Actually, the necessary network may
already exist in the form of the PROFS (Prototype Regional Observing and Fore-
casting System) network of wind profilers operated by the Wave Propagation
Laboratory of NOAA (STRAUCH et al., 1982).



Another application of a small-~scale system of Model T radars is for stud-
ies of the sea breeze in the Florida peninsula. The sea breeze develops in re-—
sponse to the diurnal heating cycle and the temperature differences between land
and sea. The vertical circulation that develops acts as a modulator of the con-
vective activity over the land and over the ocean (LHERMITTE and GILET, 1975;
ATKINSON, 1981)., The resulting thunderstorms can be very severe and may involve
large shears, heavy rainfall rates, hail, and turbulence that can be a hazard to
local aviation. A scanning weather radar can be used to detect the developing
cells, but since the lifetime of a single cell is from 30 to 45 minutes, only a
short—~term warning can be issued. Clear air wind measurements may be capable of
detecting the buildup of the conditions leading to intense convection,

The possible applications of the radar systems for local forecasting just
named are only a few of the possibilities. The important point is that a small
number of the radar systems can be installed to provide improved forecasting of
specific local phenomena, Confidence in the systems and operational experience
would be gained before making a commitment to use the radars on a network-wide
basis.

Another area in which the radars can be applied for forecasting purposes
relates to pollutant dispersion. Most of the models used to estimate dispersion
of pollutants are based on the Gaussian plume models (HANNA et al., 1982). The
two major input parameters are an atmospheric stability index derived from the
radiosonde temperature profile and the wind at the height of the center of the
plume. A major problem is the significant diurnal variatiom in the winds that
cannot be resolved by the rawinsonde measurements made once every 12 hours
(DRAXLER, 1983). Only a small system that could measure the winds up to a
height of .a few kilometers would be needed to improve the wind information data
base significantly. Other locations that could benefit from such a system would
be airports where the primary hazard is from clear air turbulence and downdrafts
that affect aircraft during takeoff and landings. Again only measurements with-
in the boundary layer or a little higher would be required. There are no doubt
other possibilities,

PREVIOUS WORK

Very little work has been done to date dealing directly with applicability
of the radars to the forecasting problem. BALSLEY and GAGE (1982) have discu~
sed considerations for implementation of an operational radar system including
antenna size needed, most favorable frequency ranges, and the type of power
needed, CARLSON and SUNDARARAMAN (1982) have made a preliminary case showing
that a few percent of the annual fuel consumption of the airlines could be saved
if data from a wind measuring radar network was available for flight planning
purposes., They indicate that a detailed study has to be made to determine if
their rough calculations of potential savings are correct, However, the savings
that they envision would be enough to justify the cost of a radar network within
the first year.

FUKAO et al. (1982) have made a detailed comparison of rawinsonde data from
San Juan, Puerto Rico and wind profiles measured with the Arecibo 430 MHz radar.
Twenty-six separate days from August and September of 1977 were involved in the
study. The comparison indicated a differemnce of 4.9 m/s in the upper tropo-—
sphere and a difference of 3.3 m/s in the lower stratosphere. The difference in
the lower stratosphere could be explained by the experimental error in the raw-—
ineonde measurement, but the larger difference in the upper troposphere was ap-—

parently due to spatial variations over the 80 km distance separating the two
sites,

LARSEN (1983) investigated the effect of high frequency meteorological
noise on the representativeness of the radar wind data. If one is interested in



using the data for input to a numerical model that can resolve synoptic and
mesoscale motions down to scales of a few hundred kilometers, any motions with
smaller scales are effectively just noise or an error in the measurement., The
radar wind measurements from the Poker Flat MST radar were compared to the raw-
insonde measurements from Fairbanks, Alaska. and both were compared to the geo-
strophic wind calculated by applying an objective analysis scheme to the stan-
dard radiosonde data from five nearby stations. By averaging the high time res-
olution radar data over intervals of several hours, the high frequency oscilla-
tions could be filtered out. The comparison showed that the radar and rawin-
sonde data agreed to within 2-3 m/s when the radar data were averaged over 12
hours or more, and that the difference between the radar winds and the geostro-
phic winds was about the same as the difference between the rawinsonde winds and
the geostrophic wind., The two independent wind measurements were most similar,
and both differed from the geostrophic wind by 1.5-2.0 m/s more than they dif-
fered from each other., The results indicate that it is crucial that the data
should be averaged in some way if it is used as input to a numerical model. The
errors decrease as the averaging interval is increased. Therefore, the accept-
able error for a given model will have to be determined in order to know how to
process the radar data.

LARSEN and ROTTGER (1983) have shown that a VHF radar can detect the loca-
tion of frontal boundary surfaces as enhancements of the radar reflectivity.
When coupled to the measurements of the horizontal and vertical wind components,
such information would be of value in forecasting the development and position
of fronts since such small-scale features are not resolved by the synoptic ob-
serving system or in operational numerical forecast models.

GREEN et al. (1978) showed the ability of the radar to detect changes in
the jet stream height and intensity in real time, as well as gravity wave acti-
vity and vertical velocities associated with the jet stream. Turbulence inten-
sity and location can also be determined along with the rate of turbulent dissi-
pation (GAGE et al., 1978). The results are intriguing, and more work needs to
be done in this area. One very interesting aspect of their study is that radar
measurements may be used in the future to provide real-time inputs for the para-
meterization schemes used in numerical models. All processes in a numerical
model with spatial scales smaller than the models grid spacing are parameter-
ized, Such things as the vertical fluxes of heat and momentum due to convection
and the loss of energy to subgrid scales are included in the parameterizations,
The  schemes used usually depend in some way on the physical quantities calcu-~
lated by the model, but the high time resolution measurements of the radar,
along with the vertical velocity measurements (e.g., ECKLUND et al., 1982), may
provide valuable information on the actual magnitude of these various quantities
as a function of time and location.

The most detailed investigation of the applicability of the radar technique
to mesoscale forecasting is being undertaken by the Wave Propagation Laboratory
of NOAA using their Profiler system (STRAUCH, 1981; STRAUCH et al., 1982). The
Profiler uses several microwave radiometers to measure the temperature and hu-
midity profile. A set of three Doppler radars distributed in a triangular net-
work around Boulder, Colorado is used to resolve mesoscale features in the local
winds. The system is dedicated to the problem of mesoscale forecasting. Except
for results dealing with the measurement capabilities of the system and the cor-
responding accuracies, few results are available to date. However, the Profiler
should provide a good assessment of potential improvements in mesoscale fore-
casting that can be realized with such a system.

OPTIMAL SPECIFICATION OF INITIAL DATA

Much of the discussion about using the MST systems operationally has fo-
cused on the WPL Profiler which uses a clear air radar for wind profiling. How-



ever, the system was designed to test the possibility of replacing the standard
National Weather Service radiosonde. To this end, microwave radiometers are
used to provide profiles of the temperature and humidity, though to date the
achievable height resolution has been less than that of the radiosonde. It re-
mains to be seen whether the differemce is significant.

There is little doubt that the thermodynamic and moisture information is
valuable, but in this 'tase we should question whether the extra cost would be
justified on a network~wide basis. The radiometers are by far the most expen~
sive part of the system. The cost ratio between the Model T radar discussed
here and the microwave system may be as great as 1 to 5 for an operational
system. The estimated cost of a Profiler system has been given as approximately
$500,000 (M. T. Decker, personal commumication). CARLSON and SUNDARARAMAN
(1982) estimate that a tropospheric wind profiling system, without the radio-
meters, could be built for 10Z of that sum or less.

Will the wind information be useful in and of itself? The answer apparent-
ly is yes. Studies by RUTHERFORD and ASSELIN (1972), WILLIAMSON and DICKINSON
(1972), HOKE and ANTHES (1976), DALEY and PURI (1980), DALEY (1980), and BUBE
and GHIL (1982) indicate that at small scales the wind information is by far the
most important. Small scales in this case are defined by a horizontal scale re-
lated to the Rossby radius of deformation. The various studies have used either
analytic models or numerical models that characterize the dynamics of the atmo-
sphere and considered the problem of how new information is assimilated into the
model. The winds and the thermodynamic variables have been given as initial
conditions singly and in combination, Updating the calculated fields with the
pressure fields would eventually cause an adjustment to the input data, but the
adjustment time would be long. However, the wind information is readily absorb-
ed with a minimum of wave noise being generated. The pressure field them adjusts
to reflect the changes in the wind field so that a complete set of information
relevant to the small-scale motions is obtained even though only the wind fields
are used as input. There seems to be agreement that wind information is more
important for scales less than 1000-2000 km. At large scales the reverse is
true, and the thermodynamic information is more important.

The physical reason for this effect is associated with the process known as
geostropic adjustment and first described by ROSSBY (1938). The crucial para-
meter in the problem is the Rossby radius of deformation given by the ratio of
the speed of sound, or the propagation velocity of gravity waves of the appro-
priate scale, to the Coriolis parameter (BLUMEN, 1972). At scales much larger
than the Rossby radius, the wind field will adjust to balance a perturbed pres-u
sure field. For scales smaller than the Rossby radius, the pressure field ad-
justs to balance the wind field. Therefore, the smaller the scale of motion
that is of interest, the more useful is the wind information. Since the meso-
scale lies in the range of spatial scales where the wind information is most
uvseful, there may be a significant improvement in our ability to forecast for
this scale even if only the wind fields are measured. SHAPIRO et al. (1983)
also discussed the importance of wind information at small scales, and they
indicate that improved spatial resolution may be obtained from the measurements
of a single radar if the data are used to extrapolate quantities along air
parcel trajectories.,

CONCLUS ION

This article was meant to suggest a number of possible applications for the
MST radar technique in operational weather forecasting, The results to date
have shown that there is great promise for the techmique as part of the standard
observing network once it is resolved to increase the resolution to include
mesoscale motions. - In reality, very little work has been done to date relating



to the forecast improvements that actually can be achieved with an operational
wind profiling system. Forecast improvements due to a network of radars should
be investigated both theoretically and experimentally. The possibility of using
the radar data to refine some of the parameterization schemes used in forecast
modeling should also be investigated. Finally, the applications of the radar
systems to forecasting area~specific phenomena should be examined in the near
future,
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1.2A JET STREAM RELATED OBSERVATIONS BY MST RADARS
K., S. Gage

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, CO 80303

ABSTRACT

This paper presents an overview of the jet stream and its observatiom by
MST radar. The climatology and synoptic and mesoscale structure of jet streams
is briefly reviewed, MST radar observations of jet stream winds, and associated
waves and turbulence are them considered. The possibility of using a network of
ST radars to track jet stream winds in near real-time is explored.

INTRODUCTION

The jet stream is one of the most important and prominent features evident
on upper level synoptic maps. Meteorological investigations of the jet stream
have a long history dating back to early upper—level balloon observations.
Actually, there are a multiplicity of jet stream phenomenon that have been
observed in different regionms of the atmosphere. For example, low-level jets
are important in the dynamics of the planetary boundary layer (BONNER, 1968)
and the Polar night jet plays a ceatral role in the dypamics of the middle
atmosphere (GELLER, 1979). The principal jet streams which have been studied by
meteorologists are those which are evident at midlatitudes at tropopause
heights: namely, the subtropical jet and the Polar froant jet.

This survey is concerned primarily with MST/ST radar observations related
to midlatitude jet streams. Before reviewing some of the jet stream-related
observations the synoptic and mesoscale structure of jet streams will be briefly
reviewed. The radar observations which follow are concerned with mean horizon-—
tal wind, vertical wind and concurrent measurements of turbulence and waves.

CLIMATOLOGICAL AND LARGE-SCALE FEATURES OF JET STREAMS

Synoptic scale analyses of jet stream structure can be found in REITER
(1963), and PALMEN and NEWTON (1969) etc, Basically the jet streams are found
in the baroclinic zones which are associated with the tropopause breaks as shown
in Figure 1. DEFANT and TABA (1957) drew attention to this relatiomship by
pointing out that there are three major latitude bands with different tropopause
heights: The tropical tropopause (16-17 km) extending to about 40N, the mid-
latitude tropopause (10-12 km in the winter) ranging from about 30N to 60N and
the polar tropopause (8-10 km, in the winter) north of 60N. Accordingly, the
subtropical jet is found at about 12 km (200 mb) near latitude 30N and the polar
frout jet is found at about 9 km (300 wb) in the range 40-60 N,

The location of the jet stream varies greatly from day to day. The mean~
dering of the jet stream follows the planetary waves and shows varying degrees
of structure, At times the jet stream winds flow primarily, zonally, i.e., west
to east, More often wave disturbances are evident and pronounced troughs and
ridges are present. Such day-to-day variations are known to play an important
role in the dynamics of tropospheric storms which give us our weather.

The jet streams are, of course, more pronounced during the winter season
when meridional temperature gradients are most intense., The mean axis of the
subtropical jet stream in the Northern Hemisphere is shown in Figure 2. Also
shown in this figure is the principal range of the polar front jet stream. Both
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Figure 1. Meridional cross section showing mean conditions around the Northern
Hemisphere on Jan. 1, 1956, Jp and Jg denote locations of the polar front and
subtropical jet streams. Isotherms in degrees celsius (after DEFANT and TABA,
1957).

»
-

OrW

Figure 2. Mean axis of subtropical jet stream during winter, and
area (shaded) of principal activity of polar-front jet stream
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jet streams show a pattern distorted by standing planetary waves. There is an
out-of-phase relation between the troughs and ridges in the two jet streams. For
example, Japan and the eastern United States are located at longitudes where the

two jet streams come together. As a consequence jet streams in these locations
are particularly strong.

MESOSCALE STRUCTURE OF JET STREAMS

While jet streams can be resolved on upper level synoptic maps, they pos—
sess considerable mesoscale structure which cannot be resolved. Continuous
M$T/ST radar observations from a single station have been used to infer some of
this structure (GREEN et al., 1978; LARSEN and ROTTGER, 1982; and SHAPIRO et
al,, 1983). Nevertheless, most of our knowledge of the mesoscale structure of

jet streams has been derived from careful analysis of data collected by research
aircraft (SHAPIRO, 1974, 1978). .

A typical cross section across a polar—front jet stream is reproduced in
Figure 3a. This schematic cross section shows the relationship of the jet
stream winds to the locations of the tropopause and the upper level fromtal
zone. If the jet stream is zonal (west~east), the maximum winds are found just
below the tropopause and just south of the upper level front., Strong wind shear
is concentrated in the polar fromt beneath the jet stream.

The MST radar (at lower VHF) observes enhanced reflectivity at vertical in-
cidence from stable regions of the atmosphere (GAGE and GREEN, 1978, 1979; and
ROTTGER and LIU, 1978). As a consequence, it is possible to resolve the tropo-
pause and frontal structure associated with jet streams from continuous MST ra-
dar observations. This capability is shown most clearly in Figure 3b reproduced

from LARSEN and ROTTGER (1982). Wind measurements, of course, can be made si-
multaneously.:

One of the important features associated with the polar~front jet stream is
the occurrence of stratospheric intrusions. These have been studied extensively
(see, e.g., DANIELSEN, 1968; and REITER, 1975) as an important mechanism for the
exchange for chemical constituents between the stratosphere and troposphere.
Basically, the upper level fronts which protrude into the troposphere contain
stratospheric ozone, etc, and provide a locus for turbulent mixing of tropo-
spheric and stratospheric constituents (SHAPIRO, 1980). These stratospheric
intrusions are visible to the MST radar as evidenced by Figure 3.

Recently, considerable attention has been focused on ageostrophic circul-
ations associated with jet streaks (SECHRIST and WHITTAKER, 1979; UCCELLINI and
JOHNSON, 1979; SHAPIRO 19813 and SHAPIRO and KENNEDY, 1981). Jet streaks are
regions of local wind maxima which can often be seen to propagate along jet
streams. Entrance and exit regions of jet streaks have been shown to possess

significant ageostrophic motions resulting from adjustment of the wind to the
mass field.

In the entrance region a thermally direct transverse circulation is set up
so that wamm air rises and cold air sinks. By contrast a thermally indirect
transverse circulation is set up in the exit region. SECHRIST and WHITTAKER
(1979) consider the implications of propagating jet streaks on the development
of cyclonic disturbances in the atmosphere.

While the magnitude of the transverse circulations referred to above may be
too small to detect in routine MST radar observations, other ageostrophic
motions exist which should easily be observed. UCCELLINI and JOHNSON (1979)
describe the ageostrophic winds to be expected in the entrance and exit regions
of jet streaks. In the entrance region confluent streamlines and downstreams
acceleration of geostrophic wind leads to an ageostrophic component directed
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Figure 3. a. Thermal structure and winds near fronts adapted from PALMEN and
NEWTON (1969) by LARSEN and ROTTGER (1982). The heavy line labeled TP cor-
responds to the height of the tropopause. The dashed lines are isotherms,
and the solid lines are the isotachs. The jet is located on the warm side
of the front just below the tropopause. b. Reflectivity contour plot obtained
using the SOUSY radar. Difference between contour lines is 2 dB. Intensity
of shading corresponds to intensity of echoes (after LARSEN and ROTTGER, 1982).

toward the cylonic side of the jet streak. In the exit region diffluent stream~
lines and downstream deceleration of the geostrophic wind leads to an ageostro-—
phic component directed to the anticyclonic side of the jet streak. The magni-
tude of these ageostrophic winds are expected to be about 10 ms™%, SHAPIRO and

KENNED% (1981) report cross-height contour ageostrophic winds as exceeding
20 ms™+, :

MST RADAR OBSERVATIONS OF WAVES AND TURBULENCE ASSOCIATED WITH JET STREAMS

MST radars have been used successfully in the past few years to observe
waves and turbulence associated with jet streams, These observatioms include:
Kelvin-Helmholtz instabilities, clear air turbulence and gravity waves.

Shear flow instabilities in stratified fluids are commonly referred to as
Relvin-Helmholtz instabilities. For many years fluid dynamicists investigated
this class of instabilities using linear stability theory applied to highly
idealized models with specified profiles of mean flow and stability (DRAZIN and
HOWARD, 1967; and DRAZIN and REID, 1981). With the use of power UHF radars in
the 1960s the connection between the occurrence of clear air turbulence and
Kelvin-Helmholtz instability was clarified (ATLAS et al., 1970; and DUTTON and
PANOFSKY, 1971). With the advent of more powerful VHF and UHF Doppler radars
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capable of detailed wind measurements over a broad range of altitudes, it became
possible to quantitatively investigate Kelvin-Helmholtz instabilities. For the
first time the stability of realistic models simulating observed atmospheric
flows were investigated and the results compared to detailed radar observations
(VANZANDT et al., 1979; and KLOSTERMEYER and RUSTER, 1980).

An example of the high-frequency velocity fluctuations which can be resol-
ved by an MST radar is contained in Figure 4. This figure shows the filtered
radial velocity fluctuations observed by the SOUSY radar during a jet stream
passage. The decrease in amplitude and the phase shift evident at the height of
generation in the observations has been modelled successfully. In addition to
the instability a clear modulation of background turbulence with the phase of
the resulting "wave™ disturbance has been shown by VANZANDT et al. (1979) and by
KLOSTERMEYER and RUSTER (1981).

The occurrence of clear air turbulemce in the free atmosphere is thought to
be controlled by the magnitude of the Richardson number. If the wind shear is
large enough to overcome the stabilizing effect of buoyancy, instabilities arise
and turbulence is generated. Under such circumstances the Richardson number
should be close to .25. However, the Richardson number depends very much on the
vertical scale over which it is calculated. The scale dependence of the
Richardson number appears to be a result of the perturbing influence of waves
and is consistent with the idea that the occurrence of clear air turbulence is
related to both the background wind and temperature fields and the intensity
of the background wave field (BRETHERTON, 1969).

The fact that the wave activity varies greatly from day-to~day can be seen
in the variability of the vertical wind (ECKLUND et al., 1981, 1982). TFigure 5
shows the strong correlation that exists between zonal wind and the intensity of
wave activity observed at Platteville, CO in the lee of the Colorado Rockies.
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Figure 4. Band-pass~filtered time series of radial velocity observed by
the SOUSY radar illustrating Kelvin-Helmholtz instability during a jet
stream passage (after KLOSTERMEYER and RUSTER, 1981).
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1982).

While further observations in other locations will be required to determine how
much of this variability is due to topography, all indications to date suggest a
csignificant dependence of wave activity on wind speed (NASTROM and GAGE, 1983),

If the occurrence of clear air turbulence depends on both the background
wind and stability and the background wave activity, it follows that the magni-
tude of clear air turbulence should be significantly enhanced under jet stream
conditions., This is in accord with common experience that MST radars can see to
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higher altitudes during jet stream conditions. Indeed, the analyses of VANZANDT
et al. (1978), NASTROM et al., (1981), and SMITH et al. (1983) show a clear rela-
tion between the magnitude of an and jet stream level winds. Following GAGE et
al2 (1980) it is possible to estimate eddy dissipation rates observations of
Cn%. TFigure 6 shows the variation of eddy dissipation rates determined in this
fashion during a jet stream passage over the Sunset radar in Colorado. These
observations reveal a variation of eddy dissipation rates in excess of 3 orders
of magnitude. The most intense regions of turbulence are located as expected in
the shear zones above and below the jet stream core.

APPLICATION OF ST RADARS TO JET STREAM NOWCASTING

Considerable interest and attention has been focused recently (CARLSON and
SUNDARARAM, 1982) on the potential savings to the aviation industry of having
accurate and timely wind information at flight altitudes., The network of
rawinsonde sites which currently provide upper level wind data is shown in
Figure 7, This network is too sparse and the 12-hour sounding schedule cur~-
rently in use is inadequate to resolve mesoscale jet stream structure. A net—
work of ST radars constructed on a 100 km grid is illustrated in Figure 8.
Such a network could be constructed for less than $100 million. The estimated
annual fuel savings to the domestic commercial aviatiom industry range from 1-
3%. Current annual fuel copsumption is in the neighborhood of 45 billion li-
ters. At a cost of 25 cents a liter a 17 fuel savings would be sufficient to
pay for the construction cost in the first year of operation,

CONCLUDING REMARKS

Jet stream related observations of MST radars have been summarized. To
date thesde observations have been limited to single statioms and mostly to case
studies. The uniqueness of the data sets obtained by MST radars lies in their
temporal conmtinuity. Temporal continuity enables the inference of spatial
structure provided temporal evolution is not too fast, It is clear, however,
that the ultimate utility of MST radars for jet stream analysis will be realized
only after mesoscale networks of ST radars are in operation,

Mesoscale networks of 8T radars méy be in operation in the very near fu-
ture., A small network is nearing completion in Colorado to be used in conjunc~
tion with the Prototype Regional Observation and Forecast System (PROFS). As
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Figure 6. Observations of the Sunset radar during a jet stream
passage April 15-16, 1976: a. Time-height contours of south wind
v; b. Time-height contours of £ estimated from an (after GAGE i
et al,, 1980). ‘
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noted earlier, the potential savings to the airline industry of an operational
mesoscale network of ST radars may provide the incentive for the realization of
much larger networks in the very near future. Finally, the National Weather
Service is considering how to implement the wind sensing capabilities of ST ra-
dars into their observing system. Clearly, the wind information obtained from
dense networks of ST radars should lead to a greatly improved understanding of
mesoscale structure of jet streams.
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1.3A MST RADAR DETECTION OF MIDDLE ATMOSPHERE TIDES

J. M. Forbes

Department of Physics, Boston College
Chestnut Hill, MA 02167

SUMMARY

Meteorological and dynamical requirements pertaining to the specification
of middle atmosphere tides by the MST radar technique are outlined. Major is-
sues addressed include: (1) the extraction of tidal information from measure-
ments covering a fraction of a day; (2) the ramifications of transient effects
("tidal variability") on the determination and interpretation of tides; (3) re-
quired temporal and spatial resolutions and; (4) desired global distributions of
of MST radars, so as to complement ex1st1ng MST, meteor wind, and partial re-
flection drift radar locationms,

Specific conclusions are as follows:

(1) A height resolution of 2 km is considered necessary to resolve all tidal
structures that might reasonably be expected throughout the middle atmosphere
(10-100 km).

(2) Time resolutions of about 30 minutes in the stratosphere and 5 minutes in
the meso-thermosphere are required to determine with acceptable accuracy tidal
Fourier components from a single day's measurements., (It is assumed that data
above 50 km are available only during daytime for 12 hours.) Alternatively, omne
to three weeks of data at 30 minute intervals would enable determimation of
semidiurnal and diurnal components above 50 km to roughly the same accuracy.
(These estimates assume nominal values of diurmal and semidiurnal amplitudes and
standard deviations relative to the standard deviation of uncorrelated noise in
the data, and may require adjustment to reflect actual conditions.)

(3) Nominal accuracies necessary for the dellneatlon of middle atmosphere tidal
structures are about 2 m sec™1 (.5 m sec™ 1) for altitudes above (below) 60 km.

(4) Since the set-up time for tides is typically several days or more, it is
not meaningful to speak of "day-to-day variability" of a tide (which implies a
steady-state response at a period exactly a subharmomic of a solar or lumar
day). TFour~day vector averages are recommended for comparison with models,
other data, and delineating the variability of tidal components,

(5) The geographical distribution of radars is an extremely important factor in
determining the scientific return of global tidal measurement.

(6) Data base management and standardization of reduction and analysis
techniques are extremely important issues with regard to tidal studies, which
require coordination and interpretation on a global scale,

INTRODUCTION

Atmospheric tides, oscillations in meteorological fields at subharmonics of
a solar and lunar day, comprise an important component of middle atmosphere
dynamics,., Solar tidal compoments observable by MST radars are primarily excited
by insolation absorption by H,0 and O3 in the tropospheric and strato-
mesospheric regions, respectively. Tidal oscillations in the middle atmosphere
can to first order be viewed as the superposition of several "quasi-modes™ each
with somewhat distinguishable and identifiable horizontal structures and verti-
cal wavelengths. The modifier “quasi" is used here to suggest possible devia-
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tions from "true" model structures (that is, corresponding to the eigenfunctons
of Laplace's tidal equation) due to transient effects or the influence of lati-
tudinally varying background propagation conditioms, The specific mixture of
these structures, which might be comprised of migrating and non-migrating, ver-
tically propagating and evanescent, and symmetric and asymmetric components, de-
termines the global spatial variability of the tidal oscillations,

The purpose of this report is to outline meteorological and dynamical re-~
quirements pertaining to the specification of upper atmosphere tides by the MST
radar techmique. In a report (LINDZEN, 1969) prepared for the Panel on Dynamics
and Structure of the Neutral Atmosphere of COSPAR's Working Group II, a group of
scientists addressed the problems of measuring tides and gravity waves in the
upper atmosphere. HAURWITZ (1964) is referenced extensively in their report.
Some of their main points are as follows:

(1) A minimum of five daily rocket ascents, preferably equally spaced in time,
are needed to determine diurmal and semidiurnal tidal components at a given
station (HAURWITZ, 1964).

(2) Statistical measures of the reliability of tidal measurements, for instance
as given by the radius (R) of the probable error circle, should always be pro-
vided (HAURWITZ, 1964).

(3) Quoting HAURWITZ (1964), "According to error theory R decreases as 1//
where N is the number of determinations. In order to reduce R to half its value
one needs four times as many determinations, that is a four times longer series.
In this manner it will be possible to estimate even from a fairly short series,
having a large R, how much longer the observation program should be continued".

(4) The question of how many rockets must be deployed in order to measure
tides is difficult to answer. It involves a tradeoff between cost and the
degree of reliability one is aiming for.

(5) Tides can be associated with rather short vertical wavelengths, as low as
12 km for important diurnal components. A vertical resolution on the order of
at least 3 km is needed so as not to smooth out such components.

(6) Meteor radars appear capable of routinely providing economical measurements
of tides with good spatial and temporal resolution,

(7) Observations may never be sufficiently extensive to properly define upper
atmosphere tidal oscillations, A hybrid approach involving both theory and
experiment may be necessary to arrive at a comprehensive delineation of the
phenomenon,

(8) Valuable consistency checks on theory can be performed with less data than
would be necessary for a complete tidal determination.

The above report emphasizes the role of rocket soundings in detecting upper
atmosphere tides, but their points remain valid in the context of radar measure~
ments, Note that they did recognize the potential role that meteor radars could
play in the observational study of tides. A shortcoming of the meteor radar
technique is that it is restricted to the 80-100 km height range. This defi-
ciency is offset by the global array of meteor radars and partial reflection
drift radars that now exist for dynamical studies, The MST radar can in princi-
ple provide wind measurements over the 10-100 km height range, and thus add an-
other dimension to the experimental determination of tides,

There have also been significant advances in state of the art modelling as
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well as upper atmosphere measurements techniques since the report by Lindzen and
his colleagues. In this light the present report defines operatiomal require-
ments of MST radars necessary to provide useful tidal information, and assesses
the overall role of the MST radar technique in the future of tidal studies.

MEASUREMENTS COVERING A FRACTION OF A DAY

In the mesosphere and lower thermosphere nighttime ionization levels are
often so low as to preclude wind measurements by the MST or Thomson scatter ra-—
dar techniques. The question then arises as to the exact limitations imposed by
deriving tidal components from data covering only a fraction of a day. Follow-
ing a recent treatment by CRARY and FORBES (1983), assume that the data consists
of mean, diurnal, and semidiurnal components with a random noise component of
standard deviation 0. Consider a fit function of the form:

2z
) . 24w
- . 2ir )
y(t) b, * ;i b; sin (24 t + ¢i) (1)

and defimeopj to be the standard deviations of the fit coefficients. 1In the
case of a full-period (24-hour) fit of the above function it is well known (see,

: . 2
for example, SCHUSTER, 1898) that q . is given by 0y = 0y, = 750, where N is

the number of points fit. Thus, for this case, a fit to even a small number of
data points (i>5) reduces the error in the fit coefficients to below that of the
data points. 1In the case of a partial-period (< 24-hour) fit, however, the
errors in the fit coefficients can be large enough, even for relatively small
fluctuations, to make the extraction of meaningful results from the data
unfeasible, This problem is briefly discussed by CHAPMAN and LINDZEN (1970).

In order to illustrate the preceding statements and give a rough estimate of the
errors involved in an actual fit, the coefficients oy ; were obtained numerically
from random data with 0 = 1, It is simple to show that the dependence on ¢ is
linear:

oy = fi (1,M)o i=0,1,2 (2)
where T = fit span and N = number of points fit, Figure 1 shows fi(T,N) for

N =17+ 1 (hourly data) for T = 7 through T = 20, For large values of T the
£,(T,N) show the expected comvergence £3(24, 25) = .4 for i = 1,2, For smaller
values of T, however, the various f£,(T,N) show a rapid increase with decreasing
T; £4(T,N) =~ 1 (o; ® o) for T = 15 hours. For T = 12 hours op,; * 3.10 and

opo * 1.80. Figure 1 also shows £i(T,N) for N = 4T + 1 (data quarter-hourly).
In this case fi(24, 97) = .2 and fi(T,N) = 1 for T * 12-14 hours.

Table 1 contains data for T = 12 hours (a half-day's measurements) for
various equally spaced time intervals T between measurements (T (minutes) =
60T/(N-1)). Be aware that opi or Op2 = 0 is not necessarily a good absolute
criterion for acceptability, but is only a relative measure. For a given ©
reflected in the data, one must choose N and/or T such that the op;'s are
acceptable, Let us take a typical example. Suppose we have 12 hours of daytime
wind measurements at a given altitude. We bin these data in local time with a
time interval () that is as yet unspecified. A Fourier fit to the data is
performed and there exists a noise component in the data characterized by some
standard deviation, 0. For the sake of argument, assume b; = 10c and by = 50
and that we require op1/p3 and opp/ps to be Ll (At 90 km altitude 0 = 5 n
sec™l might be a typical value.) It is evident from Table 1 that these
constraints require T § 5 minutes, Similarly, for by = 50 and by; = 105 we
obtain T £ 2 minutes to measure both the diurnal and semidiurnal components to
the desired accuracy. To satisfy only the semidiurnal comstraint in this latter
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Figure 1. fpi vs T for hourly data (N=T+1)
and quarter-hourly data (N=4T+1) where N =
number of data points and T = fit span
(hours).

example would require v < 20 minutes.

Alternatively, we can examine how many days (N) of data for a larger 1 are
required to obtain the same accuracies. For t = 30 minutes, and the case where
bl = 100 and by = 50, op1 = 2.190 and oy = 1,270 for one day's measurement.

To obtain ¢ IREAL require 2.19/vN7) = 1, and for op2 £ .50 we require
1.27/yN2 =".5; therefore N] = 4.8 and N2 = 6.5. To satisfy both comstraints
we must take the larger of Ny and Ny, or N ® 7. Similarly, when by = 50 and
and by = 10g¢, 2.19I¢Nl = 15 and 1.27/ Ny = 1; hence Ny = 19.2 and N, = 1.6,
so that N * 20,

Table 1, Standard deviations of Fourier components
for 12-hour fit span

Data Interval (T, minutes)
(60) (30) (15) (5) (2)
obllc 3.10 2.19 1.55 .89 .57

obzld 1.80 1.27 .90 +52 «33
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It must be emphasized that these results are derived for noise which is
uncorrelated over the time interval between data points. Actual data, of
course, may or may not reflect this; the above is intended only as a guideline
for minimum criterion for reliability.

VARIABILITY

Observations of atmospheric tides are often characterized as being variable
on a day-to-day basis, However, BERNARD (1981) points out that if the intrimsic
time (Tg) to set up stationarity around the earth for a particular mode is
greater tham a characteristic time scale associated with the variability, then
transient effects will exert some influence over the observed 'tidal' behavior.
Therefore, it may only be meaningful to refer to the variability of a tide over
time scales greater than t5. Furthermore, theoretical models should be compared
with a steady state or "average' tidal component uncontaminated by transient ef-
fects,

As a guide to interpreting observations, BERNARD (1981) has calculated
characteristic propagation times (t,) around the earth of various pertinent
tidal modes (see Table 2), These are obtained from horizontal group velocities
(VgHs a function of latitude) determined by an "equivalent gravity wave (EGW)"
approximation (SPIZZICHINO, 1969; RICHMOND, 1975) wherein the value of V,y is
evaluated the latitude (6,) where the vertical group velocities of the tidal
mode and EGW are equal. These propagation times provide some measure, at least
a relative one, of the set—up times (1) for various modes, Note that 1, is
on the order of ten days for the (2,6) and (1,1) modes, and hence the condition
of stationarity may not be frequently realized in practice.

It is difficult to draw specific quantitative information from these
estimates. A recent unpublished calculation by Forbes indicates that for
Ty ~ 3-5 days, distortions of the (1,1) modal shape are typically 15% in
amplitude and 1 hour in phase, suggesting that the tabulated values of Tp mAy
be too high by more than a factor of two with regard to estimating the onset of
"measurable" effects. Given the uncertainties inherent in these estimates, it
appears reasonable to say it is meaningful to refer to variations in most tides
over periods of over 4 days, whereas variations over shorter time scales may
reflect transient effects, To achieve the highest degree of consistency between
data sets and provide a meaningful comparison with theoretical models, it is
therefore recommended that tidal measurements from MST radars be represented as
vector averages of no less than 4 day's observations,

Table 2.%*
Hode 6, (deg) v (em hr ) at 6 © (days)
(2,2) 35.4 662.4 2.50
(2,4) 43.3 273.6 6.08
(2,6) 46.4 165.6 10.1
(1,1) 21.2 140.4 11.9
(1,3) 21.1 61.2 27.3

*After BERNARD (1981). See text for definitions of 89r Vopr T
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VERTICAL RESOLUTION AND ACCURACY

Vertical wavelengths associated with tidal modes expected to be observable
in the mesosphere and lower thermosphere (50-100 km) generally fall in the range
30-70 km, (See FORBES, 1983, for a list of references.) Values as low as 20 km
associated with diurnal propagating tides might be found at tropical latitudes
(<30°). However, there exists evidence from observations and theoretical models
that the superposition of modes, particularly in the 80-100 km region, can

cancel and reinforce so as to produce structural features with scales of the
order of 10 km,

In the stratosphere, observations (GROVES 1980; FUKAO et al., 1978; and
WALLACE and TADD, 1974) are frequently characterized by short vertical wave-
lengths (~10-20 km), particularly in connection with the diurnal component.

RATO et al. (1982) investigated the generation and propagation of tides due to
geographically localized sources of excitatiom, and are able to explain many
characteristics of the observed structures, which are apparently non-migrating
tidal compoments. Stratospheric tidal amplitudes are typically much smaller
than in the mesosphere, and may reflect transient effects due to variations in
source characteristics. Both of these factors suggest that data series of a
week or more may be necessary to properly define the stratospheric tidal compon-

ent, assuming time resolutions of 15-30 minutes and 24 hours of measurements per
day. '

The above information indicates that a vertical resolution of 2 km through-
out the 0-100 km height region would be necessary to resolve all tidal struc-
tures that might reasonably be expected. In addition, observations suggest that
nominal accuracies necessary for the delineation of middle atmosphere tidal
structures are about 2 m sec ! (.5 m sec )) for altitudes above (below) 60 km.

RADAR NETWORKS

Our understanding of middle atmosphere tides can best be improved and
tested with simultaneous global measurements, preferably covering a week or
more at a time. It is important to span a range of latitudes within a longitude
sector, or vice-versi, in order that modes (migrating and non-migrating) be sep~
arated. Insofar as it is feasible, the placement of newly proposed MST radars
should complement existing MST, meteor wind, and partial reflectiom drift radar
locations. Tidal theory and theoretical simulation models of tides can play an
important role in defining the locations and operating requirements of radars so
as to derive the optimum scientific return.

Ideal tidal campaigns would include observatories geographically conmjugate
about the equator and at least one equatorial radar. A MAP Study Group under
the direction of Prof. S. Kato is currently examining the scientific aspects of
an equatorial radar. Recently, geographically symmetric radars at Kyoto (35°N)
and Adelaide (35°S) have delineated strongly asymmetric tidal behavior about the
equator in both diurnal and semidiurnal components, between 80 and 100 km
altitude (ASO and VINCENT, 1982). For "true" modes (that is, eigenfunctions of
Laplace's tidal equation), asymmetric tides are characterized by nonzero N-8§
velocities and zero E-W velocities at the equator, whereas the reverse is true
for symmetric components. A properly placed equatorial radar could, therefore,
contribute significantly to the deconvolution of tidal structures in the middle
atmosphere,

Tidal observations at the equator could also contribute significantly to
other aspects of middle atmosphere dynamics. For instance the gravest symmetric
diurnal propagating (1,1) mode is thought to be capable of producing significant
turbulence via nonlinear cascade or convective instability mechanisms, and a
mean easterly jet (~50 msec™l) peaking near 105 km due to momentum deposition
in the region where the tide is dissipated (MIYAHARA, 1981). An equatorial
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radar would, therefore, also provide the opportunity to obgerve the important
middle atmosphere processes of wave-mean flow interaction and wave/turbulence
coupling for a known wave forcing., However, these phenomena primarily occur
above 75 km, so that it is imperative that measurements extend as far into the
lower thermosphere as possible, preferably above 105 km. Therefore, placement
of the radar must avoid possible interference by the equatorial electrojet.

Given the necessity of global coordination, it is important that some
consensus be reached concerning the appropriate method of extracting tidal
components from data time series, expressing an appropriate 'average' tidal
structure for comparison with models, and describing variability about mean
monthly or mean seasonal behaviors, In addition, the importance of data ex—
change and data base management cannot be overemphasized for the global study of
tidal phenomena.
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1.4A METEOROLOGICAL AND DYNAMICAL REQUIREMENTS
FOR MST RADAR NETWORKS: WAVES

S. K. Avery

CIRES, University of Colorado
Boulder, CO 80309

Studies of wave motions using the MST radar have concentrated om single
station time series analyses of gravity waves and tides (for examples see CARTER
and BALSLEY, 1982; BALSLEY and CARTER, 1982; ROTTGER, 1980). Since these radars
can collect high time resolution data they have the potential to become a
significant tool for mesoscale research. In addition, these radars can be
operated almost continuously unattended and, comnsequently, data sets are avail-
able for analyzing longer period wave motions such as tides and planetary scale
waves. Although we still have much to learn from single station data, the pos~
sibilities of new knowledge from a network of radars is exciting.

The scales of wave motions in the atmosphere cover a broad range (see
GELLER, 1979 for a review)., Consequently the choice of a radar network will
depend to a large extent on the types of wave motions that are to be studied.
There are many outstanding research problems that would benefit from
observations from a MST radar network. In particular, there is a strong need
for measurements of gravity wave parameters and equatorial wave motions. Some of
the current problems in wave dynamics are discussed below.

Studies of large scale waves have been accomplished through balloon
soundings as well as satellite data on a global scale. Supplementary data have
been provided by ground-based experiments from single stations and rocket
experiments. These techniques have been useful in studying the evolution of
stratospheric wamings, the quasi-biennial oscillation, and the semiannual
oscillation (HIROTA, 1980; LABITZKE, 1982; HOLTON and TAN, 1982; SMITH 1983).

It is important to obtain global coverage when studying large-scale waves. In
terms of a radar network this would mean locating two or three stations around a
latitude circle at several latitudes. The temporal resolution need only be on
the order of hours. Since satellites determine the wind field from a tempera-
ture measurement through geostrophy, one of the main contributions that can be
made by MST radars is an independent estimate of the winds for these large-scale
waves.

Measurements of tidal oscillations also require global observations.
Several cooperative observational campaigns have been made amongst meteor radar,
partial reflection, and MST radars., From these cooperative observation programs
as well as single station data, it has been seen that discrepancies still exist
between the latest theories (FORBES, 1982 a,b) and observations in the meso-
sphere. Most of the tidal information we have is from the upper mesosphere and
stratosphere, Tropospheric tides have small amplitudes and therefore require
accurate measurements and long data sets to isolate the tidal harmonics. Since
the MST radar can operate unattended for long periods, it could provide valuable
information about tropospheric tides. Traditionally both theory and observa-
tions have dealt with the migrating tides (functions of local time) although
recently there has been some theoretical studies of nonmigrating diurnal tides
(functions of longitude and local time) by KATO et al. (1982). Kato comsidered
diurnal tides forced by localized heat sources near the equator. These sources
generated tidal perturbations having short vertical wavelengths (10 km) in addi-
tion to the longer wavelengths associated with classical tides. This may have
important implications for observations of tides over a limited height region.
The phase variation with height may only determine the smaller wave-length and
obscure the longer one. The relative importance of the migrating and and non-
migrating tides needs exploring.
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Day-to—-day variations in tides have been observed and are not well under-
stood., According to KATO et al. (1982), the amplitudes and phases of the non-
migrating tides vary with time. This may explain some of the variability.
Another mechanism to explain tidal variability has been suggested by
WALTERSCHEID (1981). In this mechanism, the tidal variability is produced by
the interaction of long-period gravity waves with the globally forced tide. To
verify this mechanism, simultaneous observations of the tidal structure and
gravity wave horizontal and vertical phase speeds are needed. In fact, a deter—
mination of the climatology of gravity waves is probably one of the most
important measurements needed. The breaking of upward propagating gravity waves
and tides and the subsequent generation of turbulence plays an important role in
balancing the momentum budget of the mesosphere (LINDZEN, 1981; HOLTON, 1982;
MATSUNO, 1982). The partial-reflection experiment in Adelaide, Australia has
been used to determine the vertical flux of horizontal momentum during May 1981
(VINCENT and REID, 1983). Vincent and Reid found a mean upward flux of westward
momentum which was equivalent to a -20 m/s/day acceleration. There was also
significant variations in the flux on the order of hours. This type of measure-
ment is extremely useful and would be desirable at other locatioms. Since
Vincent and Reid's results suggest that most of the momentum is associated with
periods less than one hour, the high temporal resolution of the MST would lend
itself nicely to this type of measurement. Ideally a gravity wave climatology
would also include measurements of periods, wavelengths, and associated phase
velocities. The spatial and temporal requirements for obtaining this
climatology is discussed by Avery and Carter, p. 247, this volume.

Another important dynamical region in which an MST radar network would be
valuable is the equatorial region. There have been very few measurements of
short~period waves in this dynamically active region. Satellite and rocket data
have shown a semiannual oscillation in the middle atmosphere (HIROTA, 1980).

The interaction between midlatitude Rossby waves and Kelvin waves is believed to
be the source for driving the semiannual oscillation in the stratosphere and
observations support this theory. Recent theoretical modeling by DUNKERTON
(1982) suggests that high frequency gravity waves and Kelvin waves are
responsible for the mesospheric semiannual oscillation. The large—scale Kelvin
waves can be observed in satellite data but the gravity waves will require much
higher time resolution data.

Inertial instabilities in the tropical mesosphere should occur due to
cross-equatorial shear resulting from the solstice circulation pattern. This
has been studied by DUNKERTON (1981) using a simple model. Dunkerton showed
that the solstice diabatic circulation produces a much larger cross-equatorial
shear than what has been observed. The magnitude of the instability is deter-
mined by the magnitude of the eddy diffusion. One of the main questions is
whether this is controlled by high frequency gravity waves or whether the
inertial waves are self-stabilizing. An MST radar network would be ideally
suited to address this problem.

There has been an increased awareness of the potential of a network of ST
radars in the use of operational forecasting. While caution must be exercised
in using a research instrument for operational applications (BALSLEY and GAGE,
1982), it appears that a national network would be of great value for the
commercial aviation industry in providing instantaneous upper level wind
measurements (CARLSON and SUNDARARAMAN, 1982). 1In addition, mesoscale research
would be enhanced by observations from an ST network. The evolution of fronts
and associated mesoscale phenomena could be more easily tracked. A network of
NOAA's Epvironmental Research Laboratory Profilers is being planned along the
Rocky Mountain front range to be used for this type of research and will
probably be a test site for the viability of using ST radars in operational
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forecasting.

In summary, MST (or ST) radar networks would provide valuable information
regarding the wave dynamics of the atmosphere. The high temporal resolution
that can be obtained with these radars is essential in order to determine
gravity-wave fluctuations. A network is needed to measure the corresponding
horizontal wavelengths and phase velocities., Of great scientific interest is
the role of the equatorial region in driving circulation patterms, Very few
observations are available in the tropics, yet several theories of equatorial
instabilities and oscillations have been developed. The MST radar can play a
significant role in testing these theories., Finally, operational applications
using ST radar networks could also provide information for tropospheric
mesoscale research.
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1.4B RADAR OBSERVATIONS OF INERTIAL PERIOD WAVES IN THE
LOWER STRATOSPHERE OVER ARECIBO

C. R. Cornish and M, F. Larsen

School of Electrical Engineering
Cornell University
Ithaca, NY 14853

Several hundred hours of wind velocity measurements made with the Arecibo
430-MAz radar during the past few years have indicated the presence of
persistent wave-like structures just above the tropopause (Woodman, private
communication). To further investigate these structures, a nearly continuous
times series of wind measurements in the upper troposphere and lower strato-
sphere was made from May 5 to May 12, 1982 at Arecibo. Each of 16 compass
points was sampled as the 430-MHz feed was rotated in a velocity azimuth display
(VAD) mode at a zenith angle of 15 degrees off-vertical. Using a nonlinear
least squares parameter estimation technique described by SATO and WOODMAN
(1982), line—of-sight velocities were calculated from Doppler shifts of the
received spectra. These velocities have been reduced to zonal and meridional
components of the wind vector; the vertical component of the wind vector will be
available after further reduction,

Figure 1 is a velocity profile of the meridional wind for the entire 7-~day
observing period. The sloping line drawn connects points of equal phase; one
will note a downward phase progression calculated to be .7 cm/sec, Results of a
spectral analysis using a discrete Fourier transform indicate the presence of a
periodic event with a period of 35-40 hours for both zonal and meridional wind
components in the height range of 12 to 18 km. This measured period is close to
the inertial period of 38.8 hours for Arecibo, which is situated at 18 degrees
north latitude. Furthermore, the observed wave event exhibits an anticyclomic
rotation of velocity with height which is the same variation found by THOMPSON
(1978) in his observations of inertial waves in the stratosphere at
midlatitudes,

May 5-Moy 12, 1982

24, L.
B i
£ 20} )
1)

W e

]

=

E_-J 2

<

80 A i 3 S y
24 48 ™ 96 120 t44

TIME (HOURS)

Figure 1. Velocity profile for 7-day observation period for the
meridional wind.
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1.4C BAROCLINIC INSTABILITY IN THE STRATOSPHERE AND MESOSPHERE
K.-S. Zhang and T. Sasamori

Department of Atmospheric Sciences
University of Illinois
Urbana, IL 61801

ABSTRACT

The energy source of stratospheric planetary waves is largely due to
vertical propagation from the troposphere, but it is shown in this paper that
the stratospheric zonal-mean state which changes with time is not stable apainst
small perturbations, whereby transient perturbation waves may be generated at
the expense of the stratospheric zonal-mean available potential energy. This
theoretical conclusion is obtained based on the quasi-geostrophic model in
spherical coordinates which calculates the characteristic solutions for the
basic zonal mean-state changing with time,

(This paper will be published in the Journal of Atmospheric Sciences.)
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1.4D EQUATORIAL MST RADARS: FURTHER CONSIDERATION
P, Lagos

Instituto Geofisico del Peru
Apartado 3747
Lima 100, Peru

INTRODUCTION

As an outcome of the Workshop on Equatorial Middle Atmosphere Measurements
and Middle Atmosphere Radar held in Estes Park on May 10-12, 1982, the need for
a new MST radar in the geographic equatorial region was proposed (KATO and
HIROTA, 1982). It was also suggested that such a facility could be established
and operated under international cooperation and the MST radar would be one of
the activities of the future International Equatorial Observatory.

An equatorial MST radar is needed in equatorial latitudes for the investi-
gation of the dynamics of equatorial waves, precise structure of tides, wave-
mean flow interaction processes, MST interactions and other. related atmospheric
problems, The newly emerging radar techniques for MAP are very promising for

detecting and studying shorter wavelength modes such as gravity and acoustic
waves.

The equatorial region has unique properties. As the corialis force
vanishes at the equator and increases with latitude, waves generated in this
region will be trapped. Kelvin waves are such a trapped equatorial waves known
to be an important source of westerly momentum in the semiannual oscillation
(HIROTA, 1978, 1979; DUNKERTON, 1982)., These waves are also believed to be
important in the momentum budget of the quasi-biennial oscillation (WALLACE and
KOUSKY, 1968). Likewise, Rossby and other equatorial waves must play important
roles in the dynamics of the equatorial region and elsewhere.

The, purpose of this note is to provide additional justification for
establishing the new equatorial MST radar.

IMPACT OF EQUATORIAL ATMOSPHERE-OCEAN INTERACTION ON CLIMATE

The atmosphere and the ocean form the two most important fluid systems of a
large heat engine that controls the fluctuations of our climate, Large-scale
ocean-to-atmosphere influence has been put firmly into the forefront of research
by the work of BJERKNES (1969) and NAMIAS (1976). In the equatorial region the
ocean and the atmosphere are strongly coupled and consequently their interaction
is more evident. Anomalous fluctuations in the atmosphere g1ve rise to
anomalous fluctuations in the ocean and viceversa. Sea to air heat transfer
modulates cumulus convection with resulting release of latent heat of condensa-

tion aloft which then alters the large scale air circulation elsewhere through
teleconnection mechanisms. .

One of the most important examples of air-sea interaction, on time scale of
a few years, is the El Nino phenomenon which takes place along the west coast of
South America. The collapse of the wind field in the equatorial central Pacific
as a cause of the ocean response is well understood (WYRTKI, 1975; O'BRIEN et
al., 1981), but the reason for.the collapse of the wind field is essentially
unknown. Once the El Nino event has been established, the ocean has a large
influence in the atmosphere to the extent of changing the climate in the
equatorial region and elsewhere. But the mechanism of this ocean—to—-atmosphere
influence is not well understood. I wish to point out here the important role
that the equator1a1 wave dynamics im the troposphere and stratosphere must play
in the teleconnection mechanism. I think that with the availability of a new
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network of MST radar stations in the equatorial region many of these unsolved
atmospheric problems could be elucidated.

Although previous studies of synoptic—scale wave motion in the equatorial
stratosphere based on analysis of radiosonde data (WALLACE and KOUSKY, 1968) and
in the equatorial stratosphere and mesosphere using meteorological rocket and
satellite observations (HIROTA, 1978, 1979; SALBY et al., 1982) have provided
interesting results on Kelvin waves, the radiosonde, rocket and satellite data
alone cannot be sufficient to study the full range of equatorial wave dynamics.
On the other hand, MST radars operated nearly continuously in the equatorial
region can provide synoptically meaningful data for observing long- and
short-period equatorial waves.

FURTHER EVIDENCE OF EQUATORIAL WAVES IN THE TROPOSPHERE AND STRATOSPHERE

In order to test the hypothesis that large anomalous perturbations in t.e
zonal wind in the equatorial central Pacific can give origin to equatorial waves
in the atmosphere, in addition to forcing Rossby and Kelvin waves in the ocean,
radar measurements for deducing synoptic wind data were set up at Jicamarca for
30 days in November 1982, Daily radiosonde data from Callao (12° 00'S, 77°
07'W) about 50 km from Jicamarca were analyzed for comparison and for inferring
the past and subsequent behavior of the atmosphere.

We have first subjectively and objectively analyzed the daily radiosonde
data from Callao in the altitude region from ground to about 25 km and for the
period October 1982-March 1983. The subjectively analyzed time-height section
of zonal wind presents wind fluctuation with periods on the order of 5-15 days.
Since the purpose of this note is only to indicate the existence of atmospheric
fluctuation similar in structure to Kelvin waves, the analysis and inter-
pretation will be discussed elsewhere. These data were also subjected to power
spectrum analysis. Time series were prepared from the daily wind and
temperature data at each reported level and the corresponding power spectra for
each level were obtained. Peaks near the period of 10 and 15 days are prominent
in the curves with the largest values occurring at 2 and 5 km, respectively.

Late in October 1982, when the oceanic and atmospheric conditions were such
that the El Nino phenomenon was very likely to occur, a decision was taken to
carry out wind measurements using the Jicamarca coherent—scatter technique for a
period of 30 days in November 1982 in the 5-25 km height region and in a nearly
continuous mode. The purpose was to observe a very intense Kelvin wave with a
period of 10-15 days which could be associated with El Nino events as far away
as 12° from the equator. Three antenna beams were used and observed for 20
minutes each hour. Figure 1 shows a sample of the east-west component of the
wind data for 7, 10, 15 and 20 km altitude and for the period 3-22 November.
Comparison of the two sets of data indicates that the radar technique gives more
useful information for wave phenomena studies with periods from seconds to a few
days. When radar data are averaged for an hour or more, radar measurements have
been shown to produce data of a quality that is at least comparable to radio-
sonde data (BALSLEY and GAGE, 1982; LARSEN and ROTTGER, 1982).

SCIENTIFIC REQUIREMENTS FOR THE NEW EQUATORIAL MST RADAR

(1) Purpose: Observation of equatorial waves in the MST region.

(2) lLocation: It is desirable that two new facilities be established within
5° latitude. Possible locations could be either at Christmas Island (2°S,
157.5°W) or Canton Island (2,.8°N, 171.7°W) and Talara (4.34°S, 81.15°W) During

the IGY, Talara was used as an IGP ionospheric radiosounder.

(3) Height range: WST region.
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(4) Parameter to be observed: Three components of wind fluctuations.
(5) Height resolution: 500 m.

(6) Time resolution: At least two hours of continuous observation every six
hours during 30 days and every three months, With this time resolution,
acoustic, gravity, tidal, Rossby, Kelvin waves as well as semiannual, annual,
biennial oscillations, can be studied in the equatorial MST region. Table 1
shows the main atmospheric time scale processes. However, an interrupted
observation will be desirable.

Table 1
ATMOSPHERIC TIME SCALE PROCESSES

DAYS . PHYSICAL PROCESSES
10_4 Acoustic waves

1073

10-2 Gravity waves

107t

109 Tidal waves

10t . Rossby and Kelvin waves
102 Seasonal cycle, monsoon,

semiannual and annual cycle

Biennial oscillation
El Nino
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CONCLUSION

The results presented in this note give additional support to the
suggestion of the need of equatorial MST radars in order to obtain more
information on the nature of equatorial waves in the MST region. Radar-deduced
winds such as obtained at Jicamarca for periods of months indicate that with
these data the full range of equatorial waves, with time scales of seconds to
years, can be studied.
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1.5A THE ECONOMICS OF DATA ACQUISITION COMPUTERS FOR ST AND MST RADARS
B. J. Watkins

Geophysical Institute
University of Alaska
Fairbanks, AR 99701

INTRODUCTION

The goal of this paper is to present some low cost options for data
acquisition computers for ST (stratosphere, troposphere) and MST (mesosphere,
stratosphere, troposphere) radars. The particular equipment discussed will
reflect choices made by the University of Alaska group but of course many other
options exist. We believe the low cost microprocessor and array processor
approach presented here has several advantages because of its modularity. An
inexpensgive system may be configured for a minimum performance ST radar, whereas
a multiprocessor and/or a multiarray processor system may be used for a higher
performance MST radar, This modularity is important for a network of radars
because the initial cost can be minimized while future upgrades will still be
possible at minimal expense.

This modularity also aids in lowering the cost of software development
because system expansions should require little software changes.

It is assumed in this paper that the functions of the radar computer will
be to obtain Doppler spectra in near real-time with some minor amalysis such as
vector wind determination.

SYSTEM REQUIREMENTS

The costs for computer and signal processing components depend greatly on
the desired radar performance. The height coverage, height resolution, time
resolution, Doppler resolution, and number of antenna beam positions all affect
the quantity of data to be processed and hence the equipment cost. An ST radar
with coarse height resolution (e.g., 1-2 km resolution with about 16 range
gates) and poor time resolution (data every few minutes or more) can be
purchased for a low cost., A higher spatial and temporal resolution with the
capability of height coverage into the mesosphere will require a greater
capacity CPU and/or an array processor and have a higher cost.

To simplify the cost comparison, Figure 1 shows possible radar performance
specifications and we will estimate the cost for each configuration. For
simplicity it is assumed that Doppler spectra will be derived from 64 point
FFTs (Fast Fourier Transforms), and that the radar antennas will be directed in
three directions £or vector wind measurements.

If these radars are to be used only for average wind measurements, then
time resolution is likely to be of little significance. Measurements every 2-10

minutes may be adequate. On the other hand, if wave motions are to be

distinguished, the sample rate must be fast enough to prevent aliasing.
Observed wave periods can be as low as 4~5 minutes in the lower atmosphere.
Therefore to make vector measurements of wave motions, a total sampling and
analysis time for three antenna directions should be less than about 2 1/2
minutes.

Doppler data are generally obtained in three directions by changing the
antenna position if it is physically steerable., or phasing an array. The
sequence of data taking and real-time analysis is assumed as follows:
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Figure 1. Eight possible radar performance specifications (A--H). For the
purposes of this paper, coarse and fine height resolutions are defined as
1.5 km and 150 m, respectively. The time resolution is defined as the
total time to determine a vector wind measurement (data from 3 antenna
directions); fine resolution is considered <2.5 minutes and coarse reso-
lution is 2.5--10 minutes.

(1) Select first antenna direction

(2) Transmit N, = N¢ * N pulses
where Nf = number of FFT points

N, = number of coherent integrationms,

(3) Sample and store a complex receiver sample at each range, for all N,
pulses,

(4) At the completion of transmitting Np pulses, the coherent integration
process is performed.

(5) At each range a power spectrum of the returned signals is computed using
an FFT.

(6) If multiple spectra are to be averaged, steps (2) to (5) above are
repeated Npy times. (Npy = number of averaged spectra).

(7) The Nav spectral from each range gate are averaged and finally stored on
tape.

(8) A new antenna direction is selected and steps (2) to (7) are repeated.

If phase~coded pulses are used then an additional decoding step is
necessary after the coherent integration is performed. This ig a minimal task
timewise by comparison with other computations so we have neglected it in our
timing estimates,

CHOICE OF COMPUTER

The computer should ideally be the lowest cost unit that will perform the
required tasks. However, the exact needs are difficult to define because
researchers rarely agree on the mode of operation for radar experiments and
frequently place more demands on equipment as time progresses. For example,it
is now recognized that high resolution and hence more range gates are desirable
for studying turbulence structures, Several ST and MST radars are now upgrading
for this higher resolution., Thus, an important specification is expandability.

We have considered many hardware optioms that would provide the absolute
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lowest cost system suitable for a simple ST radar that may be used in a network
and yet be expandable to a high performance MST radar.,

The University of Alaska group has chosen a microcomputer that uses a
Motorola 68000 microprocessor in conjunction with two low cost array processors
(APs). While there are many other hardware options available that other
researchers may choose, our choice illustrates the modularity concept and the
substantially lower cost by comparison with the computers at established radar
sites.

The 68000 microprocessor has the advantage of 32-bit internal architecture,
and coupled with an array processor provides fast arithmetic capabilities. Each
AP ($6,000) can perform ome million 32~bit floating-point operations per second;
they are made by Sky Computer Corporation. The APs have no memory of their own
but share a common memory with the main CPU. This has the advantage of low cost
memory, the ability for the AP to access a very large amount of memory (up to
16 M bytes in our case), and minimizing data transfer times.

The microcomputer cost depends greatly on the amount of memory required but
should be in the range §$5,000 to $15,000. A more detailed costing is given
later.

By comparison, presently established radars have computer costs about a
factor of ten larger. For example at Millstonme Hill and Arecibo, the Harris
Computers and Floating-Point System APs have costs far in excess of $100,000.
These APs do indeed provide a speed advantage, but as well as their initial
high cost, the addition of extra memory is very costly., Even other relatively
low price APs that are now available become very costly when any substantial
amount of memory is added to them. For example Computer Design and
Applications, Inc., sells an AP for about $24,000 with minimum memory, but costs
$85,000 with 2 M bytes of memory.

Although many radar experiments, particularly a simple ST radar network,
may initially have no need for an AP, it is worthwhile planning for their use so
that upgrade -costs will be minimized.

MODULAR APPROACH

To illustrate how a modular approach can be used to assemble computers of
different processing capabilities, we present some possible examples including
the system now being constructed by the University of Alaska group.

Figure 2 shows the sinmgle board computer (made by Omnibyte Corporation) and
array processor used. The boards are 7" x 12" and conform to the IEEE Multibus
specifications (SNIGIER, 1982; WILSON, 1982). These boards, together with a
card cage, power supply and case form the basis of a computer system., Providing
there are enough spare slots in the card cage, the system may be expanded by
plugging in more memory (up to 15 M bytes), multiple CPUs and multiple APs.

Some examples of various computer configurations are shown in Figure 3. No
construction costs are necessary because these boards are commercially available
and simply plug together. The University of Alaska system has one CPU, 640 K of
memory and two APs operating in parallel.

DETERMINATION OF REQUIRED PROCESSING POWER

With a given radar specification it is necessary to determine both the time
duration to gather the data and the processing time. This total time duration
should not be excessive; for example 3 measurements must be made in less than
about 2 1/2 minutes to determine waves in the stratosphere. Further, the time
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Figure 2. TOP: Single board computer with 128 k of memory, two
1/0 ports, and two 16-bit parallel I/0 ports (cost $2000).
BOTTOM:  Array processor (two board set, cost $6000).

to process the data should not be large compared to the time required to gather
the data. JXdeally this processing time should not exceed about 5 - 10Z of the
time required to take the data. When too much time is wasted processing data
instead of sampling, fewer spectra may be integrated in a given time, and hence
signal detectability suffers at the upper heights.

The time required to collect samples for three antenna directions, and
averaging WAV spectra at each range gate after N. coherent integrations is
given by
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where PRF = transmitter pulse repetition frequency.

€9)

For example if Ng= 64, N, = 64, Npy = 10, PRF = 1250 Hz then Tpars = 98 sec.
This value for the PRF is about the maximum possible for an MST radar without
range aliasing; it gives a maximum unambiguous range of 120 km. A higher PRF

is possible for an ST radar that receives no data from the mesosphere..

The

values for Ny and N are somewhat arbitrary, but together with the PRF and

radar wavelength A, determine the Doppler resolution §v where



PRF - X

BV = ——————— m/ s (2)
2 . Ng » N,

For a 50 MHz radar (A = 6 m), using the above values yields év = 0/9 m/sec.
This should be a usable value as the Poker Flat MST radar has operated with
&v = 1.3 m/s with excellent results.

The method we have adopted for determining the required computer processing
power is to first determine the required radar parameters (e.g., PRF, N., Nay,
Nf, 6V) required to obtain the data with sufficient resolution and signal/noise
ratio. The parameters are best estimated from experience and extrapolation from
established radars, The values quoted above are typical for the 50 MHz Poker
Flat radar although higher values of Npy have been used at Poker Flat,

Next Tpapa is calculated; this sets an upper limit to the data processing
time, A computer is then selected so that the processing time plus the data-
acquisition time is not too large. For example, to detect waves, this total
time should be less than~2 1/2 minutes (data in three directions).

The time T pRrocrss required to process the data (from 3 antenna directions)
is the total time required to perform coherent integration plus the FFTs

Tprocess ® 3 * Mo * Mav (Tppoar + Tsum)
+3 « Ny« Nay * Tppr

where Ng = number of range gates

TrroaT = Time for AP to change complex integer array of N

g samples to
floating point.

T

SuM = Time for AP to sum a complex vector.

TFFT Time for AP to perform FFT on array of Ny samples.

The minimum amount of memory required by given by:

M=4.N - N - Ng bytes (3)

The factor 4 comes from the use of 16-bit complex samples,

We bave adopted the technique of first acquiring all data before performing
any coherent integration. By contrast it is possible to use far less memory by
performing the coherent integration pulse by pulse. However, this places
constraints on the minimum interpulse period of the. transmitter because without
a very powerful, and hence costly, computing system it is difficult to perform
this integration as well as other required tasks during the interpulse period.
It is far more cost effective to use a lesser capacity computer and AP in
conjunction with a fairly large memory. In the case where memory requirements
become excessive (e.g., Case G on Figure 1 and Table 1) it is then desirable to
use a dedicated preprocessor for performing the coherent integration. Such a
preprocessor is hard-wired to perform fast additions and may be constructed for
about $6,000 (JOHNSTON, 1983).

It should be noted that there are many possible compromises available in
establishing a radar's operating parameters. For example, both the data-
acquisition time, Tp,q,, and the processing time are affected by the number of
averaged spectra Npy. If this parameter value is decreased it may be possible
to use a computer of lesser capability and cost, However, a lower Npy will
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degrease the signal detectability and it is likely that data from some upper
heights may be lost. Such compromises should be carefully evaluated before
deciding on the radar operating parameters.

COST SUMMARY

Using the method outlined in the previous section, we have evaluated the
costs for different radar specifications A - G in Figure 1. A summary is given
in Table 1. 1In addition, the approximate times required to acquire and process
data from three antenna directions are given. These times are worst—-case values
because it has been assumed that during data acquisition the computer is omly
required to perform the sampling. This reserves some time during the interpulse
periods for other tasks such as graphics display, calculation of vector winds,
signal/noise ratios, ete.

For the computer configuration B in Table 1 that has no AP, the data-
processing time is relatively slow. We estimated the time for floating—~point’
FFTs using the University of Alaska's microcomputer (8 MHz clock). It could be
speeded up either by using an integer FFT instead of floating point, or use of
an additional simple hardware arithmetic¢ unit, or a CPU with higher clock
frequency, The 68000 microprocessor is now available for operation with a 12-
MHz clock and a 16-MHz version should be available in future.

It is assumed that some type of hard copy printer (with graphics), and a
9~track tape drive are common to all configurations. In addition, the approxi-
mate cost of analog-to—digital converters is included and the Appendix briefly
discusses some cost options.

All the costs listed in Table 1 are for a quantity of one. Discounts
(15 - 30%) are available for larger quantities that would be purchased for a
network of radars.

It should be emphasized that the costs in Table 1 are for hardware only.
There may be substantial initial costs for software. A competent programmer may
take several months to develop the data-aquisition program. The use of an AP
will reduce the software costs because much signal processing software is
provided by the AP manufacturer. It is most efficient to develop software using
a high-level language, an operating system and disk drives and at the University
of Alaska we are doing this with a real-time operating system, a 20 Mb disk
drive and the C programming language. The costs for this extra hardware, soft—
ware and labor should be considered, but for a large network the cost per radar
would not be large.

APPENDIX: ANALOG AND DIGITAL CONVERTERS

The choice of analog-to-digital (A/D) converter resolution may affect the
cost of the radar computer. If an 8-bit A/D is chosen the computer will require
only half the memory (for storing samples) compared to a 10~ or 12-bit data word
that is commonly used since data are stored in 8~bit increments, However, the
overall dynamic range of the radar will generally be limited by the A/D
converter not by the receiver. Unless the radar is sited to substantially
reduce ground clutter (e.g., placed in a valley with nearby shielding hills),
the dc offset at the receiver output from clutter echoes will be large compared
to the noise and signal fluctuations. In practice, a 10- or 12-bit converter is
preferred and the calculations in Table 1 have assumed this.

The cost of A/D converters is relatively small, As a cost example in Table
1 we have used a 12-bit 2 wsec A/D converter made by ILC Data Device

?grpo;ation ($150 each) and a Sample/Hold made by Analog Devices ADSHM-SK
199).
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A faster but lower resolutiom A/D is approximately the same cost, e.g.,
Analog Devices 10 bits, 1 usec, MAH-1001 ($219).
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2, INTERPRETATION OF MST RADAR RETURNS FROM CLEAR AIR
(Keynote Paper)

C. H. Liu

Department of Electrical Engineering
University of Illinois
Urbana, IL 61801

INTRODUCTION

The nature of the scattering and reflection mechanisms that give rise to
the MST radar echoes from the clear air has been a subject of investigation for
many years since the beginning of the experimental observation of tropospheric
c¢ver~the-horizon propagation of radio waves, The understanding of these
mechanisms is essential in the correct interpretation of the data which carry
information about winds, waves, turbulence and stability in the atmosphere.
There are two main aspects of the problem. The first concerns the nature of the
targets the radar sees and their generation mechanisms. The second aspect is
the signatures of the radar signals returned from the different targets. Volume
scatterings from isotropic or anisotropic turbulence, and partial reflections
from horizontally stratified, sharp refractive index gradients are believed to
be the main contributors to the radar echoes, In general, it is most likely
that combined effects from all these mechanisms produce the observed data.
Therefore, it is important to study the signature of the echo signals for these
different scatterers under realistic experimental conditions. Questions such
ze: how the pulse rate, width and coding will affect the returned signal; what
are the different features of the complex signal statistics under different
scattering and reflection conditions, etc., should be investigated. It is hoped
that from these studies, the nature of the targets can be better understood,
Then it may be possible to relate them to atmospheric dynamic processes (GAGE
and BALSLEY, 1980).

BASIC THEORY

At the VHF and UHF frequency bands for the MST radars, the atmosphere is
almost transparent, The changes of refractive index caused by the inhomogeneous
structures are usually very small compared to the ambient values. Under these
conditions, the single scattering Booker~Gordon equation for the scattered field
can be applied:

2 ik[E-E .- . . .
E (r) = — - —_ Nl(r') [an x (Ep(r") x an)] dr’ (1)

s 27 >
¥ r-r

wiere the geometry is shown in Figure 1. ﬁé is the scattered figld at the
receiver, Nj is the inhomogeneous part of the refractive index, Ej is the
incident field and ﬁn is the unit vector pointing from the scattering volume to
the receiver., The formula applies to general types of inhomogeneities which are
iabeded in a homogeneous background. For back-scatter geometry, (1) reduces to
the familiar expression for plane incident wave

2>  ikr P
E@=kee a7 N, @) e i%kapT (2)
s 2ny 1
V'
A A
where 2 = a x(¥; x ag).

This formula has been used in the statistical formulation to study



50

Figure 1,

scattering from turbulence, isotropic or anisotropic, yielding the radar
reflectivity

2.6, .o
Npyrp = 87 K Sy (2kd ) (3

where S (¥) is the three dimensional power spectrum for the fluctuation of the
refractive index, N.. It is worthwhile to point out that the argument of Sy is
a vector 2k ﬁn indicating that the formula can be applied to amisotropic
turbulence in general.

Equation (1) can also be used to derive the formula for partial reflection.
For this case, the refractive index inhomogeneities form horizontally stratified
laminae that extend to horizontal dimensions greater than several Fresnel zone
size., For a vertically incident wave, equation (1) can then be integrated first

with respect to the horizontal coordinates and yield the expression for a re-
flected field.

r -4 1
E (2) = ikEg oik2 INl(z‘) e~2ik2" gy (4)
L

From this equation the formula used in partial reflection calculations can
be derived

le

dz'

. YR, |
E (z) =1 Egelkz [ 2ikz
r 2

L

dz' (5)

where the condition that outside the inhomogeneous region L, N, vanishes has
been used. Equation (4) or (5) can be applied for statistical or deterministic
analysis of the partial reflection problem. In the statistical approach the



51

scattered power is proportional to

Ar/2 +Ar

_ .22 ~2ik(z.~z,)

<Es ES*> =k"Eg [ dzl J d(zl—zz) <Nl(zl)Nl(zz)> e 17 %2
-Ar/2 ~Ar

where the integration limits -Ar/2 to Ar/2 correspond to a range gate of width
Ar. In the usual statistical approach, the fluctuating field N.(z) is assumed
to be statistically homogeneous such that <N1(z1)Nj(z2)> is a function of
(z3-z5). If the correlation length g, of <MN.(z )N,(z,)> is much less than the
range gate Ar, then the limits of integratiofl with respect to (z,~z,) in
equation (6) can be extended to * «~ which results in spectral resolution of Nl,
yielding

2 = 2- .
<[e |5 = k%o (ar) - 5 (2K) ¢))

If, on the other hand, the correlation length %, is not so short as compared to
the range gate Ar, then the d(z3;-z9) integration will depend on the limits of
integration, Ar and <{ES|2> will not have a strict linear dependence on Ar.

Depending on the correlation function of Nj and the ratio Ar/gc, the dependence
of <|Egl2> on Ar may vary.

It should be emphasized that it is under the assumption that the linear
dimension of the scattering volume is much greater than the correlation length
of the turbulence, the scattering process results in the selection of the
component of the turbulence spectrum at the Bragg wave number, leading to the
results shown in equations (3) and (7). This does not justify in geseral the
Pre-selection of that particular Bragg component of the turbulence spectrum
alone to represent the refractive index fluctuations in the derivation of the
reflectivity formula,

Other complications may arise in the effort to model the scattering process
statistically., For example, how much are the results affected if the
homogeneity (statiomarity) of the scattering region is not strictly satisfied?

SIGNAL STATISTICS

The statistics of the received signal depend on the scattering mechanism.
When the returned signal comes from independent scatterers or reflectors of
similar strength which are distributed in space in such a way that the rms
deviation from the mean position is greater than one wavelength, then the
amplitude of the received signal will have the classical Rayleigh distribution.
If a dominating specularly reflected component exists in the received signal,
the data will exhibit the Rice~Nakagami distribution for the amplitude, Another
type of distribution known as the "Hoyt distribution (BECKMANN, 1962) may
result when the phase distribution of the independently scattered/reflected
signals is not uniform. This occurs, for example, when the rms deviation from
the mean position for the scatterers is less than a wavelength. Examples of
these different types of signals are shown in Figures 2 and 3, Numerical
simulations can be devised to study these signal statistics. Comparisons
between the numerical models with observed data may help us understand more
clearly about the various scattering/reflection mechanisms.

Another aspect of signal statistics is the spectral characteristics of the
signal, While the classical turbulence theory predicts that the returned power
is proportional to .the width of the signal power spectrum, the opposite relation
has been observed in many occasions (RASTOGI and BOWHILL, 1976; ROTTGER and LIU,

(6)
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Figure 2. a. Power spectrum of modeled data for specular reflection
from a flat layer. b. Histogram of the modeled amplitude data for
specular reflection from a flat layer. c¢. Power spectrum. d. Histo-
gram of the amplitude. Height number 26 corresponds to an actual
height of 2.5 km.

1978) in different regions of the atmosphere. Explanations in terms of partial
reflection, diffusive scattering etc. have been proposed., However, a satisfac-—
tory quantitative explanation of the phenomenon has yet to be developed.

ORIGIN OF REFRACTIVE INDEX FLUCTUATIONS

Wind shears have been considered as one of the possible sources for
generating turbulence. Good correlations have been found between received
signal power and measured wind shear in the troposphere and stratosphere. The
origin of the horizontally stratified laminae that give rise to emhanced sigral
return when the radar is operating at the vertical position is not well under-
stood. ROTTGER (1980) suggested that temperature steps separating turbulent
layers similar to the situation at oceanic thermocline may be the possible
cause. VANZANDT (1982) has shown that experimentally measured power spectra of
mesoscale wind fluctuations in the troposphere and lower stratosphere can be
modeled by a universal spectrum of buoyancy waves. It will be of interest to
investigate how the model extends to smaller scales.

At mesospheric heights, electron-density profiles strongly affect the radar
returns, Dynamic effects, such as turbulence and wave activities; as well as
solar activities, all can influence the received signal power.
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Figure 3. a. Power spectrum of modeled volume scattering data.
b. Histogram of the amplitude for modeled wolume scattering data.
¢, Power spectrum. d. Histogram of the amplitude.

RESTRUCTURE OF IRREGULARITIES

Coherent signals of the complex field received at the three receivers in
the spaced antenna drift measurements can be used to study the restructuring of
the inhomogeneities. The temporal evolutions of the irregularities give rise to
change of signal pattern as they drift across the radar beams from the spaced
antennas. A number of physical phenomena can be responsible to make the flow
non-frozen. For example, the random velocity fluctuations superposed on the
mean flow; the diffusion of inhomogeneities; velocity gradient (wind shear) im
the scattering volume, etc., To take these factors into account either
individually or collectively one needs to examine the space-time structure of
the scattering region and model them accordingly. Each model will give rise to
a certain radio signal signature which can be compared with experimental data.
Hopefully, the physical model and the experimental data can be related following
this procedure. The basic starting point is the scattering formulation of
Booker—-Gordon applied to non-frozen scatterers, Model space~time spectra for
non-frozen turbulence can be applied. Both cross—correlation and cross—spectra
dispersion analysis should be studied, A clear understanding of the scattering
process under the non-frozen condition will help us gain information about the
temporal evolution of the irregular structures from the experimental data.
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EFFECTS OF ANTENNA BEAM SIZE

The first order scattering theory as discussed earlier neglects the change
of phase in the scattering volume. As tlie scattering volume increases such that
the linear dimension becomes comparable or greater than the Fresnel zone, phase
incoherency within the scattering has to be taker into account, Indeed, it
turns out that a parameter P=(kd%./r) plays a role in determining whether the
phase incoherence is important or not (LIU and YEH, 1980), where k is the wave-
number corresponding to the radar frequency, d is the linear dimension of the
antenna beam, %c is the correlation length of the turbulence and z is the
range. For P<<I, the usual Booker-Gordon formula applies. For P>l, the antenna
besam width is comparable or larger than the coherent cone of the scattered wave,
higher order phase terms in the scatter integral have to be taken into account.
These effects should be studied in the general case with the space—time varia-
tion of the irregularities also taken into account,
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SUMMARY
(a) Range Gate Dependence of Specular Echoes

The question of AR vs (AR):2 dependence of specular echoes was resolved
during the discussions. More careful and realistic theoretical analyses have
led to this conclusion. The main point is that as long as the correlation
length of the irregular structure is much shorter than the range gate, AR
dependence should be valid in the statistical treatment of the problem. As the
range gate is decreased, or other assumptions such as homogeneity of the
structure etc. are violated, dependence other than linear on (AR) will arise.
Careful experimental results agreed with this conclusion.

(b) Mechanisms for Layered Structures

Two possible mechanisms for generation of the layered structures were
discussed., One corresponds to vertical mixing in a local turbulent region due
to Kelvin-Helmholz instability., Sharp, step-like gradients will appear at the
boundaries of the turbulent regions as the consequence of the mixing. More
quantitative study of this mechanism is needed. The other mechanism proposed
is that the horizontally stratified laminae of the refractive index may be due
to the displacement of low frequency buoyancy waves acting on the background
vertical gradient of refractivity. The radar reflectivity based on this model
has been estimated. Experimental verfication of the model such as measurements
of Fresnel reflectivity as a function of Brunt Vaisala frequency or inmertial
frequency, the aspect dependence of reflectivity, etc, have been suggested.
Certainly the understanding of the generation mechanisms will be one of the
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major efforts for the community. For this effort, statistical characterization
of Fresnel scattering/reflection structures is important, In particular, the
efforts in studying signal statistics of radar returns to determine the
statistical nature of scatterers and reflectors, and parameterization of Fresmel
returns were discussed.

(c) Mechanism for Maintaining Long Lasting Turbulent Layers

Observations at Arecibo at 15° off zenith direction showed long lasting
turbulent layers in the stratosphere, Strong turbulent patches were also
observed by the Chatanika radar at 12 km heights for 15° v 45° off zenith
directions, What are the mechanisms that generate these strong turbulent
layers and kept them there?

(d) Spectrum

Several interesting points were discussed. The effect of "diffuse
reflection" on “ertical® velocity spectrum has to be considered in data
analysis., Beamwidth broadening of the spectrum is important in the measurement
of velocity variance. 1In the lower mesosphere, the signal power is often found
to have positive correlation with fading time which is inverse of spectral
width. Recent tropospheric low-elevation experiments also showed such positive
correlation, This is contrary to the results expected from usual turbulence
scattering theory. Some explanations have been suggested. A better knowledge
of the structure of the scatterers is needed to interpret the data,

(e) Effects of Pulse Repetition (PRF) Rate, Power (Pph) Width (Tp) and Coding
on Signal Detectability

Based on the assumption that the following are constants: antenna area,
echo reflectivity, Doppler shift, spectral width, spectral resolution, sampling
rate, and incoherent spectral averaging time; the effects of PRF, Pph and Tp OB
the detectability of the radar were discussed.

(f) Clutters from Aircraft and Ground

The problem can be solved during data taking or during data processing.
Directional filtering by antenna sidelobe suppression, pulse stuttering, more
sampling, etc. can be used during data taking, Temporal filtering, spectra
estimation, range filtering, interference filter, notch filter, or selection by
signal amplitude distribution or by power limit threshold, etc. can be done
during data processing. The problems are discussed more fully in Chapter 8,
this volume.

(g) Origin of Mesosphere Refractive Index Fluctuations

Mesospheric echoes are strongly influenced by the electron—-density profile
in the D region. A sudden increase or even moderate variation by VHF radar
signal return usually can be attributed to the enhancement of electron demsity
or electron-density gradient, Observations of the enhancement of radar echo
power during solar flare events showed the turbulence to be confined to inter-

mittent layers, Solar control of winter mesospheric echoes at Poker Flat was
also observed.

DRAFT RECOMMENDATION FROM DISCUSSION IN TOPIC 2

RECOGNIZING the importance for am accurate characterization of the spectrum of
refractive index irregularities for the efforts to understand mechanisms of
turbulence generation and to measure with MST radar, winds, turbulence and
stability;
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NOTING the spectral sampling capability of steerable, multiple wavelength radars
we

RECOMMEND that:

Multiple frequency radar observations supported by in situ measurements be

carried out with existing equipment such as at Arecibo and other radar
facilities,
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2.1A ON THE MORPHOLOGY OF THE SCATTERING MEDIUM
AS SEEN BY MST/ST RADARS

K. S. Gage

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, CO 80303

ABSTRACT

Much can be learned about the morphology of the small-scale structure of
the atmosphere from analysis of echoes observed by MST radars. The use of phys-
ical models enables a synthesis of diverse observations. Each model contains an
implicit assumption about the nature of the irregularity structure of the me~
dium. A comparison is made between the irregularity structure implicit in sev-
eral models and what is known about the structure of the medium,

INTRODUCTION

Much has been written in the past five years about the scattering and re—
flection mechanisms responsible for the echoes observed by MST radar (GAGE and
BALSLEY, 1980; ROTTGER, 1980). At UHF it is fairly widely accepted that echoes
arise from turbulent irregularities in the radio refractive index. At lower
VHF, echoes from stable regions of the atmosphere are very anisotropic and ap-
pear to involve Fresnel scattering/reflection as well as turbulent scattering.
VWhile the specular nature of these echoes is widely recognized, there is still
no consensug as to the detailed mechanism responsible for the echoes.

The occurrence of echoes from the clear atmosphere requires structure in
the medium at the scale of half the wavelength of the probing wave. In the case
of turbulent scattering this structure is random and presumably associated with
active turbulence in the medium. In the case of Fresmel reflection or scatter-
ing the medium possesses a coherent structure at least transverse to the probing
beam. In both cases the character of the observed echoes reveals much about the
structure of the medium. Unfortunately, ambiguities arise when an attempt is
made to "work backwards" and infer the structure of the medium from radar
observations. To resolve ambiguities and to validate models precise, high-
resolution, in situ probing of the medium is required to supplement radar obser-
vations,

In this paper I consider the structure of the medium implicit in diverse
models for the echoes observed by MST radars. By identifying the implicit
structure and comparing it with what is known about the structure of the real
atmosphere and what has been learned from radar observations it is possible to
judge the reality of some of the proposed mechanisms.

AN OVERVIEW OF ECHOING MECHANISMS

A diversity of scattering and reflection mechanisms appears to be
responsible for the echoes observed by radars operating in the lower VHF, The
attempt to understand these mechanisms as they pertain to the MST radar has
motiviated a reexamination of the broader literature on radio propagation.
Indeed, some of the long standing issues in radio propagation are brought into
sharp focus in the attempt to understand the nature of the echoes observed at
lower VHF. In the following paragraphs I briefly describe several of the
mechanisms:
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(a) 1Isotropic Turbulent Scattering

Turbulent scattering was proposed by BOOKER and GORDON (1950) to explain
the over—the-horizon propagation of UHF radio signals in the lower atmosphere.
It has also been widely accepted as the mechanism responsible for most of the
clear air echoes observed at UHF (HARDY and KATZ, 1969) and the oblique echoes
observed at VHF. The mechanism requires active turbulence and gradients of
refractive index to produce refractivity turbulence at the scale to which the
radar is sensitive (OTTERSTEN, 1969).

(b) Anisotropic Turbulent Scatter

While active turbulence is supposed to be isotropic in the inertial range,
at larger scales active turbulence must become anisotropic. For refractivity
turbulence all that matters is that the correlation scales which characterize
the turbulence be different, For a stable atmosphere this usually means that
the correlation distance is much less in the vertical than in the horizontal.
The anisotropy in the turbulence field implies an angular dependence in the echo
magnitude which resembles the observed variation (GAGE and BALSLEY, 1980; DOVIAK
and ZRNIC, 1983),

(c) TFresmel Reflection

Occasions arise, especially in the stable atmosphere, when coherent
structure is evident. This coherent structure takes the form of stable laminae
which possess coherency over horizontal distances comparable to a Fresnmel zone,
Reflections from sharp gradients of index of refraction have long been thought
to play a role in tropospheric radio propagation (DU CASTEL, 1966). Models of
Fresnel reflection are deterministic and usually treat single layers of specific
shape. The process of reflection from these layers is often referred to as
partial reflection.

(d) Diffuse Reflection

) Conceptually, diffuse reflection is pertinent to reflection from a surface
which is rough compared to the probing wavelength. The mechanism is discussed

by DU CASTEL (1966) as an important component of over—the-horizon tropospheric

radio propagation and by ROTTGER (1980) as an important mechanism for lower VHF
radar echoes,

(e) Fresnel Scatter

The concept of Fresnel scatter was introduced to account for the volume-
filling aspect of the specular echoes observed by VHF radar. As originally
proposed, the Fresnel scatter model envisioned a coherent structure along the
beam (as well as across the beam) to account for the pulse-width square
dependence apparent in early observations, Recent observations, however, more
typically show a pulse-width dependence confirming the volume-filling feature
but not the coherency assumed along the beam., Fresnel scatter has many of the
features of Fresnmel reflection and can be thought to be comprised of the
incoherent sum of partial reflections from many thin layers. It also has much
in common with anisotropic turbulence.

Several of the mechanisms described above are illustrated in Figure 1,
Each panel contains a schematic representation of the structure in the profile
of radio refractive index along the radar beam. Two profiles are shown to
illustrate the extent of coherency acroes the beam, The left-most panel
illustrates a turbulent medium with much irregularity structure but no coherency
across the beam, The right—-most panel illustrates a few discrete thin layers
which extend across the beam as required for Fresnel reflection. The middle
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Figure 1. Artist's conception of atmospheric refractivity
structure pertinent to i) isotropic turbulence scatter,
ii) Fresnel scatter, 1iii) Fresnel reflection (after GAGE
and BALSLEY, 1981).

panel shows a volume~filling irregularity structure which possesses coherency
across the beam. This structure is pertinent to Fresnel scatter.

THE MORPHOLOGY OF TURBULENCE IN THE STABLY STRATIFIED ATMOSPHERE

Turbulence has long been recognized as one of the most important mechaniesms
for the production of the refractivity structure responsible for over-the-
horizon tropospheric radio propagation. In addition, it has been shown to
provide a reasonable model for many of the clear air echoes observed by radar
(HARDY et al., 1966; KROPFLI et al., 1968; VANZANDT et al., 1978).

The nature of turbulence in the free atmosphere has only recently come into
focus. Numerous investigations using aircraft, balloons, and radar to probe the
atmosphere have shown the relevance of Kelvin-Helmholtz instability for the
production of clear air turbulence. Laboratory experiments (see, e.g., THORPE,
1973) have clearly shown the evolution of shear flow instability in a stably
stratified fluid, Theoretical investigations have helped provide a common
framework for the interpretation of diverse observational and experimental
studies (DRAZIN and REID, 1981). In addition, the role of waves in triggering
turbulence has been clarified (BRETHERTON, 1969) and the analogous problem of
intermittent turbulence in the ocean has been investigated by WOODS (see, for
example, WOODS and WILEY, 1972).

Perhaps the most pronounced feature of radar observations of turbulence in
the free atmosphere is the layered structure evident in time-height cross
sections of echo magnitude, Figure 2 contains an example of such a cross
section as observed by the Arecibo radar (SATO and WOODMAN, 1982). It shows a
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Figure 2. 8-level height—tiﬁe shade plot for the echo power
received by the Arecibo radar. The dynamic range is 32 dB
(after SATO and WOODMAN, 1982).

persistent layering on a scale larger than the 150 m range resolution used by
the radar. The strong echoes are confined to thin regions in which the
Richardson number is small., For example, Figure 3 shows a clear association of
strong echoes with strong shear. The fact that the echoes have a wide spectral
width confirms that they are due to active turbulence.

CRANE (1980) has summarized the conditions under which turbulence should be
observable by a radar of given wavelength., Briefly, the half-wavelength scale
to which the radar is sensitive must be larger than the inmer scale of
turbulence and smaller than the outer scale of turbulence. The inner scale is
proportional to (ot , where v is kinematic viscosity and € is the eddy
dissipation rate. Since kinematic viscosity increases (as density decreases)
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Figure 3. 10-hour mean echo power, E-W component of the wind shear,
and the spectral width versus height. The number of good data points
used in the average are plotted on the right. Two thin lines around
the thick line in each profile indicate the standard deviation from
the mean (after SATO and WOODMAN, 1982).
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with altitude, the inner scale increases with altitude. At tropopause heights
it is close to } mnn_1§fzouter scale of turbulence is proportional to the
buoyancy scale ¢ 2 ¥/ “yhere N is the Brunt-Vaisala frequency

N = (g/o awaz)l 2, Values of the outer-scale are typically a few tens of
meters in the free atmosphere. However, the outer scale can be much less in
stable regions where N is large gnd € is small. To take an extreme example,

if A8/Az is .1° C/m and e is 10~ n%s™3 the outer scale would be about 10 cm.
Regions of active turbulence, on the contrary, are usually associated with small
N (see, for example, BARAT, 1982) and enhanced © so that the outer scale will
be increased. The outer scale of turbulence has been measured to be a few tens
of meters (BARAT, 1982) which is often a small fraction of the turbulent layer
thickness,

The creation of layered structure by local regions of Kelvin-Helmholtz
instability was discussed by ROTTGER (1981). As illustrated in Figure 4,
turbulence acts to concentrate gradients at the boundaries of turbulent layers.
Many localized instabilities acting in concert could produce an evolving fine
structure of thin regions of turbulence bounded by thin stable layers. It is
important to realize, however, that this is not the only mechanism which can
produce layered structure. A coherent layered structure can also be produced by
large-scale buoyancy-inertia waves. For example, the layered structure evident
in Figure 2 is probably associated with such waves.

THE MORPHOLOGY OF STABLE LAYERS IN THE FREE ATMOSPHERE AND THE SPECULAR ECHOES
OBSERVED BY MST/ST RADARS

While the echoes observed by MST/ST radars directed more than 10 degrees or
so off vertical are associated with active turbulence, the echces observed at
vertical incidence are associated with stable regions of the atmosphere as shown
in Figure 5 (GAGE and GREEN, 1978). Apother example of the clear correspondence
between echo magnitude at lower VHF and static stability is contained in Figure
6 (LARSEN and ROTTGER, 1982, 1983) which shows an evolutionary pattern of strong
stratospheric echoes corresponding to a changing stability structure during the
passage of a fromtal zone.

The nature of the mechanism responsible for the specular echoes observed at
lower VHF has been the subject of continuing controversy. The models which have
been proposed to explain these echoes include Fresnel reflection (GAGE and

Az
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Figure 4. Formation of ensembles of stable layers (sheets) by

Kelvin-Helmholtz instability (adapted from PELTIER et al.,
1978, by ROTTGER, 1981).
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Figure 6. a. Reflectivity contours observed at vertical incidence for
a warm frontal passage by the SOUSY radar during February 1982.
b. Pressure~time cross section of the potential temperature measured
by the Hanover radiosonde during the period corresponding to 6a (after
LARSEN and ROTTGER, 1982).
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GREEN, 1978; ROTTGER and LIU, 1978), diffuse reflection (ROTTGER, 1980), Fresmel
scatter (GAGE et al., 1981) and anisotropic turbulent scattering (DOVIAK and
ZRNIC', 1983). As discussed earlier, the first two mechanisms involve partial
reflections from smooth or rough surfaces while the last two mechanisms involve
volume scattering processes.

Fresnel reflection requires a very stable layer which is thin compared to
the probing radar wavelength. For example, GAGE and GREEN (1978) estimate that
a strong echo would be received from a stable layer of 1-m thickness and .1°C
temperature difference located at 12 km. The occurrence of meter-scale micro-
structure has been reported (METCALF, 1975; METCALF and ATLAS, 1973)., Such thin
stable layers could be produced by the action of turbulent mixing. Under these
circumstances one might anticipate that the echo magnitude would be proportional
to the mean stability of the enviromment in which the thin turbulent layers are
imbedded. Their magnitude should also depend on turbulent layer thickness since
(everything else being equal) the largest layers will possess the largest
temperature differences across them. Since in the most stable regions
turbulence must be confined to very thin regions, the two effects mentioned
above might be expected to counteract each other.

There is an increasing body of evidence that the backscattered power
received at vertical incidence at lower VHF increases with the pulse width of
the probing pulse (GREEN and GAGE, 1980; HOCKING and ROTTGER, 1983; GREEN,
1983). This implies a medium filled with refractivity structure. Consequently,
any partial-reflection mechanism must be generalized to include the reflection
from an aggregate collection of thin layers. Barring some mechanism to space
the layers along the beam, random spacing can be assumed and the Ar-dependence
recovered (HOCKING and ROTTGER, 1983).

If the assumption of a coherent structure along the beam is removed from
the concept of Fresnel scattering, Fresnel scattering becomes very similar to a
volume Fresmel reflection or even anisotropic turbulent scattering, The main,
difference between volume Fresnel reflection and anisotropic turbulence
scattering is that the former consists of gradients concentrated in layers which
are thin compared to the radar wavelength while the latter only requires a
significant amount of refractivity structure at half the radar wavelength. At
this point it should be recognized that the anisotropic turbulence model does
not necessarily involve active turbulence. All it requires is an anisotropic
distribution of refractivity structure. The issue of when Fresnel scattering is
an appropriate description of the scattering process and when anisotropic
turbulent scattering is an appropriate description has been addressed recently
by DOVIAK and ZRNIC' (1983). These authors show that Fresnel effects do not
become important until the transverse correlation length ¢ of the media
exceeds .29 D where D is the diameter of the radar antenna, However, turbulent
scattering which fills the antenna beam leads to an R4 range dependence while
Fresnel scattering with [ less than a Fresnel zone radius leads to an R™
dependence consistent with the observed range dependence at Poker Flat (BALSLEY
and GAGE, 1981), illustrated in Figure 7.

In situ observations of stable atmospheric structure are very sparse. Some
insight into the structure of stable layers can be gained from an inspection of
routine radiosonde temperature profiles., In such profiles temperatures are
specified at mandatory (pre~selected pressures) levels and significant levels.
Significant levels are chosen to optimize the agreement between the radiosonde-
derived temperature profile and the actual temperature profile, Clearly, the
more structure in the actual temperature profile the more significant levels
that are required to resolve that structure, Figure 8 contains a histogram of
the number of stable layers found in the Fairbanks, Alaska radiosonde soundings
between 12 and 14 km during March 198l. Each layer counted was bounded by
significant levels above and below. The number of layers is shown as a fumctiom
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Figure 7, Relative comparison between theoretical and observed
backscatter profiles at vertical incidence for the Poker Flat
MST radar in Alaska during October-November 1979 (after BALSLEY
and GAGE, 1981).

of layer thickness. Note that most layers fall in the range 100 to 500 m. Few
layers thicker than 500 m are counted since almost always thick layers are
bounded by at least one mandatory level. The distribution of potential tempera-
ture gradient with layer thickness is shown in Figure 9. Note the inverse
relationship between stability and layer thickness. The most stable layers are

very thin, Indeed, the distrikvﬁion of stability vs. layer thickness can be
approximated by 38/5z « 474Az .
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Figure 8. Histograms of occurrence of stable layers between 12
and 14 km versus thickness resolved by the Fairbanks radiosonde
for March 1981,



65

FAIRBANKS, AK MARCH (98I

\‘ T T | T T 1 1 1 T T T
0 —
{1
80 -
\
E 70_1,( d —
= \ AG -1/2
S 60—‘\:/m°‘AZ -
— .\ L ]
2 50_ \3 -
S N Rye -
d N e
~ 30 'Q!m\'xtx. -
(] X\\x x
20— ;.*‘7.“\_~ ]
= ., -
0 1 l N N i i 1

! L1
0 200 400 600 800 1000 1200
AZ (meters) between 12 km and 14 km

Figure 9. Distribtuion of stability versus layer thicknesses for
the stable layers contained in Figure 8. Each dot represents a
layer. xs represent the average stability for each bin of layer
thicknesses.

The observed dependence of potential temperature gradient upon layer
thickness approximates what might be expected for buoyancy waves (VANZANDT,
198245 GARRETT and MUNK, 1979). Indeed, VANZANDT and VINCENT (1983) have argued
that buoyancy waves may be used to explain the specular echoes observed by lower
VHF radars, Extrapolating the result of Figure 9 to Az = 3 m implies a
temperature gradient of %,3°/m which should be sufficient to cause a strong
specular echo. Note that such thin stable layers can be anticipated only within
very stable regions (of greater vertical extent) for only then will the outer
scale of turbulence be less than a few meters. If the refractivity structure
causing the echoes is due to buoyancy waves, the proportionality of echo
magnitude to M“ can be explained theoretically (VanZandt, private
communication).

CONCLUDING REMARKS

In this paper I have examined the mechanisms which have been proposed to
explain the echoes observed from the clear atmosphere by MST/ST radars. Each
has been considered in relation to the atmospheric refractivity structure
implicit for its realization. While the echoes observed at oblique incidence
are reasonably explained by turbulent scattering, the specular echoes can be
explained by several alternative models of atmospheric refractivity structure.
A refractivity structure which possesses some transverse coheremcy but a volume
filling random vertical structure seems most likely. Whether the process is
better conceptualized as a composite many layered partial reflection process or
as a Bragg scattering, anisotropic turbulence process is not yet clear. To
resolve this issue will probably require in situ probing of stable layer
structure.
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2.1B MORPHOLOGY OF THE SCATTERING
TARGET - FRESNEL AND TURBULENT MECHANISMS

J. Rottger

EISCAT - Scientific Association
5-981 27 Kiruna, Sweden

Further studies of VHF radar signals from the troposphere and stratosphere
revealed not only scattering from isotropic turbulence at scales of half the
radar wavelength (typically about 3 m for VHF radars) but also partial or
Fresnel reflection or scattering from horizontally stratified temperature
discontinuities (e.g., ROTTGER, 1980). Proof for this observation was given by
the large spatial and temporal coherence of radar signals. It is recogmnized
that thin structures, particularly in the stratosphere, may be persistent over
some ten seconds, which is longer than the coherence time of 3-m scale
turbulence in the stratosphere (e.g., WOODMAN and GUILLEN, 1974). The vertical
thickness of the structures was estimated to be much thinner than 150 m (ROTTGER
and SCHMIDT, 1979). Observations over a longer time period indicate that these
fine-scale structures or sheets are clumped together forming patches or
ensembles of mostly downward sloping structures.

If one assumes that these fine structures are due to temperature steps or
gradients rather than to very thin turbulent layers some evident similarities
between the temperature fine structure of the stratosphere and the oceanic
thermocline are found (e.g., WOODS, 1968). This is obvious since both the
stratosphere and the thermocline are very stable regions due to the increase of
potential temperature with height. ROTTGER (1980) propesed to use the same
nomenclature as used in oceanography to describe the fine structure detected
with vertically beaming VHF radars: the thin, persistent stratificatioms or
laminae are regarded as "sheets" which form thicker "ensembles"., Fine-scale
measurements of the oceanic temperature profile showed that the sheets are thimn
interfacial regions separating "turbulent layers". It can be shown that radar
echoes are also received from the regions between individual sheets, which are
turbulent layers according to observations of the oceanic thermocline. These
radar echoes are due to scattering from small-scale turbulence (3-m scale) and
are normally much weaker than the echoes from the sheets. Thus, ensembles of
sheets at the boundaries of turbulent layers are the typical "turbulence
striictures" detected by VHF radars.

It shall be stressed here that this model of atmospheric turbulence was
already proposed by BOLGIANO (1968). - He pointed out that vertical mixing in a
turbulent layer tends to equalize the mean temperature profile so that tempera-
ture gradients are formed at its boundaries. We regard the temperature
gradients as "sheets" being responsible for the enhanced and persistent echo
power observed with the VHF radars. Recent theoretical investigations of
PELTIER et al, (1978) yield a more detailed description of the temperature
profile in a turbulent layer. There is accepted evidence that turbulence in the
statically stable atmosphere is caused by Kelvin-Helmholtz instability. The
essential condition for the onset of turbulence is that the Richardson number
falls below its critical value, which can be due to an increase of wind shear.
In Figure 1 the results of PELTIER et al, (1978) are sketched to show how
temperature gradients, viz. ensembles of sheets, are formed. The original
height profiles of wind velocity u and potential temperature 9 are given by the
curve u, and 0,. The temperature profile indicates high static stability
because the gradient of potential temperature 36/3z is positive. The velocity
profile is characterized by a shear which gives rise to Kelvin-Helmholtz
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instability and yields a turbulent layer., After a typical growth time of the
layer (up to some minutes), the velocity and temperature profiles are given by uy
and §;. Consequently, gradients of 6 occur near the top and the bottom of the
turbulent layer., These gradients are sheets, according to the above-mentioned
definition, which partially reflect VHF radar signals, The splitting of the
shear layer (0 >~ 1 > 2 > .,.) may progress and cause the formation of multiple
turbulent layers, i.e., ensembles of sheets at their boundaries, The
corresponding time development of the sheets is sketched in the center part of
Figure 1 and may be compared with well-known VHF radar observations.

The birth and decay of the sheets depend om the background conditions of
static and dynamic stability. Only crude estimates of the lifetime of sheets
can be obtained from current radar observations since the turbulence structures
are advected with the wind through the radar beam. Typical times of VHF-radar
observed sheets range from several seconds to minutes,

We conclude from these definitions and arguments that vertically beaming
VHF radars only indirectly detect turbulent layers in the stratosphere, because
they are more sensitive to the temperature gradients at the boundaries of the
turbulent layers. Consequently some care must be taken in estimating turbulent
transport coefficients using the characteristics of VHF radar signals such as
echo power and correlation time., Further considerations on these limitations
were outlined by ROTTIGER (1980), It is interesting to note that recently BARAT
(1982) reported about measurements of stratospheric turbulence and temperature
profiles which were consistent with the model of Figure 1.

PZ

t ' 29
u.9 t ¥ 3

Figure 1. TFormation of ensembles of sheets by Kelvin-Helmholtz
instability (u and © profiles after PELTIER et al., 1978).
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2.1C COMMENTS ON "FRESNEL SCATTERING"
D. T. Farley

School of Electrical Engineering
Cornell University
Ithaca, NY 14853

In a recent paper GAGE et al. (198l) discuss ap echoing mechanism that they
call Fresnel scattering. The irregularities responsible for VHF echoes from the
troposphere and stratosphere are often highly anisotropic, with the most intense
echoes obtained when the radar is pointed vertically. A theory for these echoes
is proposed by Gage et al., and this theory predicts that the signal from these
'Fresnel scattering' layers will be proportiomnal to the square of the trans-—
mitted pulse lemngth, as long as this length is less than the layer thickmess.
This is in marked contrast to standard theories of scattering from random media
(e.g., BOOKER and GORDON, 1950; BOOKER, 1956), which give a linear relation-
ship between the pulse lemgth and the scattered signal power., (Note that we are
referring here to signal strength, not signal~to-noise ratio.) The purpose of
this note is to point out that there is a fallacy in the arguments of Gage et
al.; the linear relationship is correct. Indeed, many of the usual derivations
of scattering theory (e.g., BOOKER, 1956) allow for media fluctuations with
arbitrarily anisotropic spatial autocorrelation functions (ACF). Whether the
experimental data do or do not sometimes imply a nonlinear relatiomship is a
separate question that will not be dealt with here; we will discuss only the
theoretical arguments,

Let us begin with equation (6) of Gage et al., i.e.

Ar/2 .
dn -2ikz, (§))

-1
PE3 dz

-Ar/2

vhere o is the complex voltage reflection coefficient, n is the refractive
index averaged over a Fresnel zone in the x-y directiom, k is the usual wave
number 27/), and Ar is the transmitted pulse length. The derivation of Gage et
al. then assumes a deterministic form for n(z), i.e.,

= in{2kz + (2
a(z) (Sn)x/zs1n( ¢x/2) )
in a layer of thickmess L., It is then sjimple to show that the poger reflection
coefficient [p|“ is proportiomal to (Ar)“ as long as Ar < L, or L® if the
inequality is reversed. It is almost obvious by inspection of (1) and (2) that
this will be the case,

The flaw in the argument is (2), which is not a valid assumption for a
random medium. The misconception arises from trying to adapt to this problem
theoretical ideas developed for the Radar~Acoustic Sounder System (RASS) (e.g.,
CLIFFORD and WANG, 1977). 1In the RASS case (2) is legitimate, because n{z) is
forced by the transmitted acoustic wave. For a random medium, however, the
fluctuations cannot have a finite amplitude in an infinitesimal region of
k~space, There is nothing unique, as fayr as the medium is concerned, about the
radar wavelength, and so the total <[dnl becomes infinite after integration
over any finite range of k-space.

The standard way to handle these calculations is briefly as follows. Since
dn/dz = n'(2) if a random variable, we seek the expected value (ensemble
average) of |p|°, i.e., for a thick layer (L > Ar)
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2 1 Ar/2
<p|™> = z-< /I dzldzzn'(zl)n‘(zz) exp[-2ik(z, - z)I>
-Ar/2
1 Ar/2
= 1 v ' -24 -
; If dzldz<n (zl)n (z2)>exp[ 21k(zl zz)] 3)
-Ar/2
Ar/2 o :
=1 [f 4= [ dz <a'(z )n'(z - z )>e—21kz3
Bt Ll 03 1 17 %3
where z, = z. = z,, and the term in brackets is a spatial ACF which is assumed

to become small for |z,| << Ar (and therefore we can extend the z, integration
to infinity). The intégration in z, is just the Fourier tramsform of the
spatial ACF of n', i.e., it is the gower spectrum of the fluctuations, which we
can call fF(A)| , and we note especially that the zZ, integiation is clearly

independent %f Ar. Hence it is obvious from (3) that <|p|“> is proportiomal to
Ar, not (Ar)<,

As one further argument, consider a temporal amalogy to this essentially
one~dimensional spatial problem. Oblique echoes from a horizontally drifting
medium (non-zero wind) are often quite coherent in time (narrow frequency band),
certainly more so that we would expect the distribution in altitude of turbulent
layers to be. But the (unnormalized) power at the peak frequency changes by a

. factor of two, not four, when we double or halve the integration time. Compare
this with the Fourier analysis of a finite length sine wave. In the latter case
the voltage spectrum at the peak will increase linearly with T (and the power at
the peak will increase at T<). This is the RASS case. But note also that the

peak will become narrower, so that the area under the full power spectrum will
increase only linearly.
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2.1D RANGE GATE DEPENDENCE OF SPECULAR ECHOES
J. L, Green

Aeronomy Laboratory, NOAA
Boulder, CO 80303

Some controversy has surrounded the interpretation of the enhancement of
VHF radar echoes at vertical incidence (also known as partial reflections,
specular reflections and Fresnel scattering) since they were reported by the
Sunset (GAGE and GREEN, 1978) and the SOUSY (ROTTGER and LIU, 1978) radars.
There is little doubt as to the observational fact of this enhancement since it
has been observed by experimenters using at least eleven MST or ST radars. In
addition to the Sunset and SOUSY radars, this result has been obtained in the
lower atmosphere at the Platteville (ECKLUND et al., 1979; WESTWATER et al.,
1983), Poker Flat (ECKLUND et al., 1980), Jicamarca (FUKAO et al., 1979),
Arecibo (ROTTGER et al., 1981) radars as well as the three radars of the ALPEX
experiment (BALSLEY et al., 1983). In the upper atmosphere, specular or partial
reflections have been observed by VINCENT and BELROSE, 1978 and HOCKING, 1979.
These vertical enhancements have been associated with increases in the static
stability of the atmosphere (GREEN and GAGE, 1980), with a temperature gradient
in the stratosphere (GAGE and GREEN, 1982a), have been used to monitor the
height of the tropopause (GAGE and GREEN, 1982b), and have been associated with
the passage of fronts (ROTTGER and LARSEN, 1983). This list is but a small part
of the publications on this subject.

Since the publication of Fresnel Scattering Model for the Specular Echoes
Observed by VHF Radar (GAGE et al., 1981) there has been concern over the
prediction of this model that the radar reflectivity should vary as the square
of the range gate length, AR, A comparison of specular echoes obtained with
300-m and l-km range gates by the Sunset radar was used to illustrate this
assertion.

In another theoretical analysis, HOCKING and ROTTGER (1983) predicted that
on average specular reflectivity should be proportional to AR, but that it was
possible under the right conditions for this ratio to approach AR“.

A special mini-session was held on this subject at the MAP Workshop held at
Estes Park, Colorado, May 1983, At that session, I stated that I would soon
report on new investigations of the range gate dependence of specular echoes.
Several suggestions as to the treatment and interpretation of the data made at
that meeting have been incorporated into this report (D. T, Farley, W. K.
Hocking, R, L. Woodman and possibly others, private communication by means of
unsigned paper table napkins, 1982).

This report of measurements made at the Sunset radar during March and
April, 1982 is confined solely to the observed dependence of the radar
reflectivity of vertically enhanced echoes. (For further details of the Sunset
radar, see Section 5.3 of this volume.)

The Sunset radar was carefully calibrated and characterized for these
measurements. The practice of calibrating the received echoes power by
comparison with the temperature of the background cosmic noise was abandoned in
favor of daily calibrations with a stable noise source. The effective AR and the
time response function of each range gate were obtained by direct measurement of
the convolution of the transmitted waveform and the range gate filters. The
radar reflectivity is presented as the magnitude of the coefficient of
reflection, !p[z so that the recorded transmitted power levels could be
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incorporated.

It was known from previous experiments that the reflectivity of the
vertically enhanced echoes varies with time., Since the radar could only observe
with one particular range gate at a time, the range gate lengths were cycled.
The data presented here are the median values of the total data set for a
particular range resolution and antenna direction observed onm a particular day.
The observations in most cases were made during a four-hour period centered on
the 12 UT NWS rawinsonde launch. Four sizes of AR were used, 150, 300, 1000,
and 2400 m. Since the object here is the determination of the expomnent of the
AR dependence, Figures 1-2 are plotted as altitude vs.

log (1000 [p|%)

AR (m)

As suggested at the Estes Park Workshop, the range gate time responsg was
measured. The response of longer range gates were convolved with the ID! data
from shorter range gates to enhance the comparison. This convolution represents
an incoherent spatial average (powers summed) while a range gate is a coherent
average (voltages summed). In the comparisons showh below, a departure from
equality of the responses at different AR sizes is an indication of possible
coherence.

Figure la is a typical comparison of the 1000 m and 2400 m range gate with
a vertical antenna beam. The 1000 m data have been convolved with the 2400 m
range gate function to enhance the comparison. In Figure 1b the vertical and
the slant (15° from vertical) echoes are compared to show the altitudes with
vertical enhancement, Except for perhaps 7 km, Figure la shows that indeed the
1000 m and 2400 m echo strengths are related by a AR dependence. This was
- typical of all the daily comparisons between these two range gates during this
observation period.

The results of observations using range gates shorter than 1 km were less
consistent, The majority of the comparisons between2300 m and 1 kan range gates
showed a AR dependence, but about 25-30% showed a AR” dependence. In a few
‘percent of the observations the 300 m range gate reflectivity was greater than
that of the 1 km range gate. This behavior is illustrated in Figure 2a, a
comparison of the 300 m and 1000 m range gates with a vertical antenna beam.
Again, the data from the shorter range gate have been convolved with the range
gate function of the longer. The reflectivities are equal between 6 and 8.5 km
altitude, implying a AR dependence, However, between 8.5 and 11 km the
reflectivity of the 1 km gate is larger, implying a dependence that approaches a
AR“ dependence. Around. 12 km the 300 m reflectivities are larger. Between 13
and 15 km a simple AR dependence is again approximately the case, Figure 2¢c, a
comparison of the vertical echoes with the slant echoes, shows a region of
strong vertical enhancement between 6 and 14 km.

Figure 2b, a comparison of the 300 m range gate and 150 m range gate
convolved with the 300 m gate function, shows the two reflectivities to be
related by AR. However, over the entire data set from this experiment, the
150 m and 300 m gate length comparison was even less predictable than the 300 m
and 1 ko gate length comparison.
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2.1E 1S VHF FRESNEL REFLECTIVITY DUE TO LOW FREQUENCY BUOYANCY WAVES?
T. E, VanZandt and R, A. Vincent¥* :

Aeronomy Laboratory, National Oceanic and Atmospheric
Administration, Boulder, CO 80303 _
*Department of Physics, University of Adelaide, Adelaide, South Australia 5001

i

VHF radar echoes are greatly enhanced near the zenith relative to other
directions. This enhancement must be due to reflection from horizontally
stratified laminae of refractive index. In this paper, we suggest that the
refractivity laminae are due to the displacements of low frequency buoyancy
(internal gravity) waves acting on the background vertical gradient of
refractivity.

The radar cross section o(k) is given by (OTTERSTEN, 1969)

= T4
a(k) = gk ou(k)

where k = 4ﬂ/lrad s W is the potential radio refractive index, and ou(k) is
the spatial power spectral demsity of n., If_the fluctuatioms of . are due to a
spectrum of vertical displacement acting on M = <du/dz>, the background
gradient of u, then

ou(k) = ¥ B ()

where E; (k) is the spatial power spectrum of vertical displacement, In order
for o(k? to be strongly enhanced near the zenith, EC (k) must also be strongly
enhanced,

VANZANDT (1982) has shown that the observed spectra of mesoscale wind
fluctuations in the troposphere and lower stratosphere can be modeled by a
universal spectrum of buoyancy (internal gravity) waves that is a slight
modification of the GARRETIT and MUNK (1975) model of oceanic internal gravity
waves, Since the observed frequency spectrum is red, the buoyancy wave model of
the vertical displacement spectrum is strongly enhanced near the zemith., In
other terms, the resulting refractivity irregularities are strongly stratified.
The model spectrum is

1/2 E .
E (k) = L E%g Eﬂ % eay]

F(8)
£ 1rk4 u*3/2

vhere n is the buoyancy (Brumt-Vaisala) frequency, E, is the normalized energy
per unit mass (E, n ~ 10 (m/s)”), and u, is a scale phase velocity (v6 m/s).

*
~ 2
F(o) = fz Ee£f> -7
Inf” ((B8/£)° + 1)
27 o
describes the angular variation normalized so that [ [ F(g) sin® d6 d¢ =1,

~ oo
where 6 is the zenith angle of k, and £ = f/n, where f is the inertial

frequency. F(o)/(4/97E2) = (o/£)%/(Ce/£)2 + 1)7/3 is plotted in the figure.

The maximum lies at emax(c) = (V§72)£ = (v3/2)(sin(latitude)/120n(rad/s)).
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~2
For n = 1 x 10 © (rad/s) (troposphere) at Arecibo (18.3°), Sunset (40°), and
Poker Flat (65°), 6 ax = 0+23°, 0.46°, and 0.50°, respectively.

With this form of E (k)

2 /2 E

- M 9 72 o _E
oll) = 3 M) 372

[ ] = 138 ) F(8)
%

and the power reflectivity is
|p|2 =4 ff o(k) g2(8",6") sind dé do

where g(6',¢') is the normalized antenna gain functiom., If g is broad compared
with F, as it usually is, then near the zenith the integral = 1.

This model can be tested by comparison with measurements of 0(&) or !D‘z
as functions of the parameters. Two reservations must be kept in mind, however.
First, it has been assumed implicitly that E, is a universal constant,
independent of latitude, altitude, et¢c. In fact, E; could depend on latitude
through f and on altitude through the atmospheric density p, as it should
theoretically. Observations so far have been inadequate to describe such
variations. Nevertheless, in order to avoid this uncertainty, tests of the
model should be made at a given latitude and over a small altitude range.

Second, although the buoyancy wave model fits observed spectra rather well
down to vertical scales as small as 20 m; the limit of the observed spectra,
at some scale not much smaller than 20 m the spectrum should start to become
increasingly attenuated by K-H instability and eventually by viscosity. Thus,
the model can be quantitatively correct only for radar frequencies smaller than
about 7.5 MHz (corresponding to 20 m). Unfortunately, the only suitable
observations of Fresnmel reflectivity are in the attenuated range at frequencies
between 40 and 54 MHz (A,.4,,/2 between 3.7 and 2.8 m). 1In this range the
observed reflectivity shonld be much smaller than the model reflectivity and the
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dependence of k should be much stronger than k~1/2, The dependence on n, £,
and 6 may also differ from the model.

Nevertheless, comparisons at frequencies between 40 and 54 MHz are of
interest. Results so far are: (1) The width of the model angular spectrum
convolved with the radar beam is roughly consistent with the observed widths
(GREEN et al., 1981; ROTTGER et al., 1981). (2) The model angular width varies
inversely with the Brunt-Vaisala frequency, so that the width in the strato-
sphere should be about 1/2 the width in the troposphere, comsistent with
ogserX?Einns (ROTTGER et al., 1981). (3) The model dependence on n is given by
M n = n%'7, roughly consistent with observations (GAGE et al., 1981).

(4) The model ]p)z for Aradar = 7.4 m is much larger (by a factor of 100) than
the reflectivity reported by GAGE et al, (1981), as is to be expected.

These comparisons are satisfactory at the present level of development of
the model and the experiments, but further, more critical, tests are clearly
needed, Observations with radar half-wavelengths > 20 m (£ < 7,5 MHz) are

eis 4 2 .
clearly needed., The angular variation might be measured by means of an inter-
ferometer. In spite of the limitations of the model for half-wavelengths in the
lower VHF range, further comparisons should also be made there, since the
attenuation of the spectrum may not have first-order effects on the dependence
on n, £, and 4. :

It should be noted that if the model is substantiated, then radar
observations in the attenuated range yield information about the spectrum of
buoyancy waves at small scales that is very difficult to obtain by other means.
The buoyancy wave spectrum in this regime has implications on the cascade of
energy in the buoyancy wave field, on the turbulent energy dissipation rate, and
on turbulent mixing by the K-H breakdown of buoyancy waves.

All of the proposed mechanisms for the generation of the Fresnel
refractivity irregularities, including the present ome, depend upon speculative
assumptions, The present model is distinguished from the others by being
quantitative and therefore testable, at least under some conditions,
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2.1F "MESOSPHERIC SCATTER AND ITS MICROSTRUCIURE
S. A. Bowhill and K, P. Gibbs

Aeronomy Laboratory
Department of Electrical Engineering
University of Illinois
Urbana, IL 61801

The difference in character between mesospheric returns from about 70 and
sbout 80 km has been remarked on by a number of workers. This note gives some
further examples. Figure 1 (GIBBS and BOWHILL, 1983) shows simultaneous fading
curves from 69 and 82.5 km altitude, and Figure 2 shows their Fourier spectra.
The 69-km echo is characterized by a single return with about .1 Hz width, while
the 82.5 km return extends over more than 3 Hz bandwidth; this difference is al~
80 perceptible, but to a lesser degree, on the fading curves. The conclusion
teems inescapable that internmal random velocities of a few m/s are present with-
in the scattering volume for the 82,5-km echo. The most likely source for these
rather large velocities is convective instability arising from deformations of
the temperature profile by breaking gravity waves,

The distinction between the two types of scatter at these altitudes
probably accounts for the behavior with frequency of the nighttime fading period
at low and very low frequencies. BOWHILL (1957) found that the fading period of
DT-region reflections at night was constant at about 7 min from 16 to 43 kHz, but
that at frequencies of 70 kHz and above, the fading period decreased in such a
way as to indicate the presence of irregularities smaller than about 1 km in
size, This suggests that frequencies of 48 kHz and below were reflected
primarily from the region below 80 km where the narrow spectral irregularities
of Figure 1 dominate.

Figure 3 (GIBBS and BOWHILL, 1983) shows another interesting type of
behavior often seen in the spectra at the lower altitudes. The upper and lower
portions of the diagram are spectra at altitudes separated by only 1.5 km
compared with the 3 km vertical resolution corresponding to the 20-usec
transmitter pulse width. Two well-defined echoes are seen, each appearing at
the same frequency on both plots with the different relative amplitudes. These
different amplitudes are ascribed to the presence of two distinct Fresmel-type
scatter regions within the scattering volume. Knowing the pulse shape, it is
vossible to determine the altitude at which those echoes occur, and the Doppler
frequency associated with each,

Figure 4 (GIBBS and BOWHILL, 1983) shows an example of this kind of analy-
sis; the hollow circles indicate velocities toward the radar, shaded circles in-
dicate velocities away from it, and the diameters of the circles are proportion—
a4l to the magnitudes of the velocities, This kind of plot gives the possibility
of determining the location of individual scatterers with much higher precision
(better than 100 m) than is normally possible with the pulse width used.
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2,16 FRESNEL ZONE CONSIDERATIONS FOR REFLECTION AND SCATTER
FROM REFRACTIVE INDEX IRREGULARITIES

R. J. Dovizk and D. S, Zrnic'

National Severe Storms Laboratory
Norman, OK 73069

INTRODUCTION

Several different echoing mechanisms have been proposed to explain VHF/UHF
scatter from clear air. GAGE and BALSLEY (1980) suggest three: (1) anisotropic
scatter; (2) Fresnel reflection, and (3) Fresnel scatter, in order to account
for the spatial (angle and range) and temporal dependence of the echoes.
ROTTGER (1980) proposes the term "diffuse reflection" to describe the echoing
- mechanism when both scatter and reflection coexist., We present a wnifying
formulation incorporating a statistical approach that embraces all the above
mechanisms and gives conditions under which reflection or scatter dominates.
Furthermore, we distinguish between Frawnhofer and Fresnel scatter and present a
criterion under which Fresnel scatter is important.

Scatter from anisotropic irregularities of refractive index n has, for many
years, been thought to be principally responsible for microwave echoes from the
clear air. Existing formulations assume that the correlation length of n
irregularities generated by turbulence. are small compared to the Fresmnel
length. But there is experimental evidence that the contrary may be true. This
paper extends the existing formulations for the case where the Fresnel zone
radius is comparable to or smaller than the correlation length. LIU and YEH
(1980) recognized the limitations of the existing formulations which are based
upon first—order expansion of the phase term in the integral for the scattered
(or reflected) electric field intensity and WARASUGI (1981) suggested expansion
to second order.

THE FRESNEL TERM IN THE INTEGRAL FOR ECHO POWER

TATARSKI (1961, sect. 4.2) derived a formula for the field scattered from a
volume V; with dimensions that implied the size of Vg cannot be determined by
the radar's resolution volume Vg (DOVIAK and ZRNIC', 1983). (The subscript 6
is used to denote a resolution volume circumseribed by the surface giving a
weight, to the scatterers, 6 dB less than the peak at the volume origin; DOVIAK
et al., 1979.) In a later publication, TATARSKII (1971, sect. 2.8) extended his
earlier formulation so that Vg could equal Vg. It can be shown that for back-
scatter the condition asgumed in this extension is

o, << Nr f2m = £/ w

where rg is the range to an element of the scatter volume A, the radar wave-
length, £ the first Fresnel zone radius, and p; is the correlation length of
refractive index irregularities for lags transverse to rg. Inequality (1)
imposes the condition that constant phase surfaces of the incident wave are
planes over the distance pi, and the receiver is in the far field of this
correlation length (i.e., ry > 2p¢°fA).

We now develop the scatter equations which allow correlation lemgth to be
larger than that specified by (1). Assuming the Born approximation (i.e.,
single scatter theory), the field intensity E,, backscattered by refractive
index irregularities An in the antenna far field is
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2B £g(®) MnE,e)
5 exp {-JZkors;dv (2)

s

EAT ,t) = k
1 e ° (211)3 VS T

vhere r o is the range to An at T (see Figure 1), f (r) is the angular pattern
of the incident electric field intensity assumed to be circularly symmetric
about the beam axis, n, is the free space wave igpedance, k =27/}, P, is the
transmitted peak power, g the antemna gain, and r the distance from the origin
of Vo to the scattering element. Vg is a spherical shell of thickness ct/2
vhere T is the transmitted pulse width and therefore E(r ,t) is the intemsity
of echoes sampled at a range-time delay (2r /c)+T after the transmitted pulse.
Assume An to be a zero mean random variable, In a matched filter receiver
having an internal resistance R, the increment of current magnitude |dI]
produced by the scattering element is .

2
/gf (r)
ldli = IdEl] )\W(;) Z}%‘?{—_ k 3

where W(Z) is the range weighting function (ZRNIC' and DOVIAK, 1978; DOVIAK and
ZRNIC', 1979), The integration now extends over all ¥ for which Wfg An has
significant value., For a receiver filter matched to a rectangular transmitted
pulse, the range weighting function is

R zlic’-Zo[ o
Wr)=1- re3a | <c7/2
et ° (4)
=0 3 otherwise
vhere 3; is the unit vector from the origin of V6 to the radar.
The received power, time averaged over a cycle of the transmitted
frequency, is:
P =Lm (5)
r 2
where * denotes the conjugate.
From the integral of (3)
Mg B Wi @ andE, eI Ho%s
1= —= % 3 v ©
(2m)

r
s

For the conditiom c¢ << r, r, does not change significantly where W(¥) is
appreciable so r in the denominator of (6) can be replaced with r_ Upon
substituting (6) into (5) and taking the ensemble average, the expected received
power becomes:

2
P g . [
<@ > = £ 4” R(Z,2') W(E) w(?')fez(?)fez(?') e32k (ro-15 ) gyav'  (7)
40"
o
R(Z,2') = <mn(F) m(:')> (8)

Let's agsuyme that the irregularities have homogeneous statist%cgl properties so
(r) is given by

that R(z,r')=R(r-r') and that the two-way pattern function f6
2
£2(E) = exp {~0%/40, "} (9
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where g 2is the second central moment of the two-way power pattern and 9 is the
angular displacement, measured at the radar site, of T from the grigin of V6'
In terms of the 6 dB angular width 64 for the two way pattern fe s 96=3-3306-
For the assumption of narrow beams (9) can be approximated

2 2,2 2
fB = exp {-t /41:0 g } (10) .

where t=/t_° + t ? is the projection of T onto the plane transverse to the heam
axis at T % 2 :
o
The Gaussian matched filter provides the best resolution of all the
receivers having the same bandwidth (ZRNIC' and DOVIAK, 1978). Because of this
and because practical "matched filters" used in Doppler weather radars are
Gaussian we assume that W(7) is well approximated by

> > 2 2
W(ZE) = e~(a 1) /4o, (11)
. . . . 2>
where crzls the second central moment of the weighting function W (r) and

o =0.35¢1/2=0.30T1 (12)
r 6

for a Gaussian filter "matched" to a rectangular pulse of width 1. The 6 dB
range resolution is r

6°
Use the Taylor expansion for L
r = A = r-dF 4 PG DD (13)
s o o o 2r o

for terms up to second order in r2. Ve note that the second term of this
expansion is the projection of 7 onto the 3 direction and the third term
contains the projection on the transverse piane. Thus, in terms of the g,t
coordinates centered in V6’

T =T + 4 t2/2r (14)
s 0 o

This quadratic expansion is valid (i.e., third order terms in r are negligible)
provided that the scatter volume v, size is by limited by

a.2< 2 |/ (mva - 4|} (15)

where 2d_ and 2d, are the dimensions of V_ transverse and parallel to r_ . The
condition (15) assumes dp<<r_. As can besdeduced, the farther the integration
variable is displaced from the plane £=0, the smaller must be the scatter
volume size perpendicular to the beam axis., However, d, in (15) need not be
larger than the smaller of r_ /2 or the longitudinal projection

(4, /cosyp+r pgtany/2 of the sCattering layer within V. (Figure 1), Substituting
(13), the integral in (7) becomes

r N 2, ,2 2__ 12
L= “ R(E-2') W(L) W(L') exp {- EJLZJ- j2k (1=g' + Lért_)} avdv* (16)
20 o
t

where g =g ro/f is proportional to the arc length of ¥V

6° We now still find it
convenibnt®t3 define new coordinates:

- 1= . - t = . —_ 1 =
£ 65ty t2 26,5 -1 _63 (17a)
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RESOLUTION
« VOLUME

iNWwW
dz SCATTERING LAYER

A\ 4
\\e ;
\\\ |
\\) |6,
|
kRADAR ANTENNA
A DY

Figure 1. Geometry for backscatter. The distances £ and t are
measured from the origin 0 of the resolution volume in directions
parallel (longitudinal) and perpendicular (transverse) to the
beam axis ?O' tl is parallel to the y axis and perpendicular to

to.
t o+t ! tte)) 1
2 "2 _ 21+2 =
B Ty 2y T (17b)

so that the t;, t, compoment of (16) can be written as

6.2.8 2
() = “ R(3) exp {- _Liz_l-/—“ - 32k 018,/r } do s, (18)

)
t

> > > > . > > :
where & = a;81tagfotazfy is the lag vector (note a3=ao). The transformation
from (16) to (18) is valid if, as is assumed here, the limits of integratiomn
cover the entire volume where the integrand has significant value. Thus
executing the integration over oy

1(t) = o/ j R(3) exp {k_ 5, ot/ro)”' - 612/40t2}d61 (19)

Applying similar procedures to the t, and f coordinate integrations we obtain

2 2 2 2 2.2 2, 4
= 2 3/2 -(§ _“Jbo, " + 8§ /80 ") -w"6 "o /£ - j2k §, dvs
17 o0, T V2 JR(E) e 't t z rv‘ Coe e 03 (20)
Resolution Volume Fresnel
Weight Term

where 6t2= § 2, 8 2 . The solution (20) is acceptable if the 2nd order expansion
of rg in (14} is valid, Inequality (15) is the condition on Vg for this

expansion to be applicable. However, when the transverse dimemgion 2, of V. is
large such that (15) is not obeyed, we can still use (20) if R({$) is small when
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S has a magnitude comparable to or larger tham the right side of (15). 1In
other words the correlation length Pe perpendicular to the beam axis must be

o B¢ 2x {Méz/ﬁdzz— 4,13 (21)

1f condition (15) is satisfied, then there is mo condition on p.. By comparing
(21) with (1), it becomes evident that the second order expansion relaxes the
limits placed on the scatter volume size and correlation length p . Now these
limits are increased by the factor (8ﬂrolk)1/4. For example, if r =10 km and
2=6 m, p, would have to be less than 1.4 km in order for (20) to be applicable
whereas Pe would have to be less than 100 m for a lst order theory.

In the integral (20) the correlation is multiplied by two exponential
weighting functions: (1) the resolution volume weight which depends solely upon
the width ¢ _ and range resolution o, of V. and (2) the Fresnel terms which
gives a veiéht in the t direction that depends upon the ratio flot. Only when
the radius of the Fresnel zone is large compared to vwo p, can the Fresnel term
in (20) be ignored. Therefore, both beam width and correlation length enter into
the comparison with £. But because o, is a function of f, that is

0.45 ¢ 2
v = o _0.9¢ (22)
' p/in2 D/2n2

where D is the antenna diameter, we can simplify the conditioms so that the
Fresnel term can only be ignored if Py satisfies

o < D¥4n2 (23)
t 0.97

On the other hand, because £ is always smaller than o, in the antenna's far
field, the Fresnel term in (20) will have more weight than the beam width part
of the resolution volume term. Thus situations that allow us to neglect the
Fresnel term will also permit us to ignore beam width influence. If (23) is
satisfied, we can use (20) (without the beam width and Fresnel terms) to obtain
the scattered field, even though Vg is larger than Vg3 then we need to sum
incoherent echo power from elemental wolumes large compared to p 3 but small
compared to V, (DOVIAK and ZRNIC', 1983). We call this case incSherent
Fraunhofer scatter. But HODARA (1966) shows that within the lower troposphere,
the correlation length has the following height dependence

p = 0.4h/(1+0,01h) (m) (24)

where h is in meters. Furthermore, VHF backscatter data analyzed later in
this paper suggest that p =20 m for irregularities in the lower stratosphere,
Thus, unless the antenna diameter is of the order of 100 m or more, the Fresnel
term will be important in determining the field scattered by refractive
irregularities, If the scattering volume contains many subvolumes for which
(20) applies, but (23) is not satisfied, we have a situation of incoherent
Fresnel scatter. When d.<v2r f (from Equation 15), then we have coherent
Fresnel scatter. 1If d <f, then signal is coherent irrespective of the trans-
verse reshuffling of réfractive index irregularities.

THE SPECTRAL SAMPLING FUNCTION

Because it is common to describe the statistical properties of refractive
index irregularities by the spectral density function the effects of the
resolution volume and Fresnel terms on echo power can be examined conveniently
by introducing a spectral sampling functiom. Equation (20) can be expressed in
terms of the Fourier transform of R(3) multiplied by the lag weighting functiom
H(%) where '
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ﬂzc 2 § 2
1 t 2 3
H(§) = exp - ((—5) +—— 8.+ (25)
4o f 8o
t
Thus
I = @nw(0,0,Zko) (26)

where @nw(ﬁ) is the three dimensional transform of R(g) multiplied by the lag
weighting function., WNow &,, is the spectrum & of refractive index
irregularities convolved with the spectrum e of H(6):

o =800 2% /o *a (27)
nw r t n w

where * denotes convolution and

o = —1;-J #(3) exp(-i&-3) av (28)
W 3
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is the mormalized spectral sampling function. Substituting (25) into (28) and
evaluating:

7 “_3/20t2 ar /3 , ) o 2K 2
6 =—t X eplozpirio Lt t (29)
w 2 4,4 r % 2 4,4
(1+4w ot /£7) (1+47 Ut /£7)

where Kt= /£12+ K 2. The second order phase term has contributed the factor
4n“g 4f ¢4 in“the Above equation. Thus the first order expansion is valid only
if this factor is small relative to unity. However for V6 in the antenna far

b4 b
4“20t £ >> 1 (30)
For remote sensing with radar it is_commonn to have Ve in the antenna far
field, thus the Fresnel term in QW(K) cannot be ignored. As discussed earlier,
this conclusion is a result of the fact that the Fresnel radius is always less
than the beam width so that the Fresnel term always dominates the beam width
weighting function. Thus @w(ﬁ) can be well approximated by

0.44D20r£n2 9 9 DZKtzan
o (K) = ——575— exp (= 20 K ° - —F—rr (31)
m 3.24m

in which we have substituted (22) for o.. Equation (31) shows that the larger
is the antenna diameter, the narrower is the spectral sampling fumction. It is
surprising that the sampling function shape and size is independent of r, and,
for a given antenna diameter, the spectrum &,{K) of irregularities is weighted
equally for all resolution volumes in space. This result differs from that
derived by TATARSKII (1971) who only considered first—order phase expansion in
which case &; is a function of r,. By combining (7), (26) and (27) the back-
scattered power is given by
2/7(0.45) 2212 o P8 .
< > J o (K) ¢ (a;2k —K) av (32)

r 2D2 &n2 k
o

In the atmosphere it is usual for the horizontal correlation lemgth p_ to
be larger than the vertical one p, 80 @ (§) will be more sharply peaked along
the KX,Ky directions and less so along the K, axis. If the irregularities have
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shapes that are roughly described as oblate spheroids, then the correlation
R(3) would also have a similar form but ¢ (K) would be prolate spheriodal in
shape (Flgure 2a). Equation (31) reveals“that whenever range resolution

r.=3 330 is larger than 0.34D, as is usual, the samp11ng function (Figure 2b)
along K, w111 be narrower than along Kt’ If the beam axis is rotated by v
degrees from the vertical, ¢ (ﬁ) will also be rotated by y from the K, axis,

If echo power decreases significantly as ¢ is increased, then we have
specular type reflection. The sharpness of the angular dependence is a function
both of 5, and D. Referring to Figures 2a,b and Equation (31), we see that a
necessary condition to observe a specular type echoing mechanism is for
0.542/D<<1l, That is, narrow beams are required which is consistent with simple
physical arguments. Assuming space is filled with An, specular type echoes
will then be observed only if p>>p . However, we must be cautious in applying
these criteria because we have used a specific model (i.e., Gaussian) to

(c)

L[ ] Jed
2| WA Ky
Ph

Figure 2. (a) Contour surface of constant spectra intensity @n(ﬁ)
for irregularities having symmetric correlation lengths along
x and y that are longer than the correlation length along z.
(b) Contour surface of the spectral sampling function ®y(K) for
beam axes at_ elevation angle 8 = /2 = %. (c) Contours of "
constant ¢,(K) for which the small-scale irregularities produce
isotropic scatter.
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describe the statistical properties of n and because py,p, only characterize
the most intense irregularities of refractive index, %hus, if the contours of
constant Qnﬂﬁ) have the dependence sketched in Figure 2c, scatter could be
independent of ¢ (i.e., isotropic scatter) if 21;:o>>pz"1 and 2k >>/2r -1, The
¢ (K) depicted in Figure 2c can be represented by a sum of isotropic 9. and
anisotropic ¢, parts where K, is the wave numberbeyond which ¢;>4, (in&épendent
of direction of K). ¢.(K) could have the -11/3 power law dependence on K
deduced from turbulence theories,

BACKSCATTERING FROM ANISOTROPIC IRREGULARITIES

As an example, let us consider the angular dependence of echo power when
the scattering medium can be decomposed into isotropic and amnisotropic
components (i.e., R2%5=R1+Ra). We further assume that R_ is isotropic in the
horizontal plane. To obtain an order of magnitude estimgte, we take R of the
form: s 2 52 a

= 2 h z
Ra-— <An >a exp L — = 2}

ZDh sz

where
8 = V8. "+ 38 (33)

The resolution volume coordinates are related to the mnatural coordinates x,y,z
via:

5X=61; 5y=62 cosy—§,siny; 6 =6, siny+s, cosy (34)

After introducing (34) into (33) and the result into (20), integration is
performed giving the formula for echo power from anisotropic irregularities as
being proportional to

= 23 . 2
2¥26 o "1 <An">
I = It dexp bk 22 (wv?a®-ctyy (35)
a a/hbZd®-c °
where for V6 in the antenna far field:
a2
t
az x4 (36a)
2, 2 fA
°h
2 2 o 2
bZ . Sin Y + cos Y + t (36b)
2p 2
z ZQh £
P (—lf - —li) sinycosy (36¢c)
ph pz
2 .2
d2 = Co8 ¥ 4 5in 1] + 1 (364)
20 2 2 8o 2
z ph r
Now for laminae of An such that P, is smaller than the smallest of:
2/2r6. ¢ Ph phf2 /20 fz
g r'h oo , or r_ 37

£ 2/7n6 o TR0
t%c
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we can simplify (35)

2 2 2.3
4<An"™> p p, "0 0 “w
. h "r’t 2 28
I (p) = 22 exp {~2k 2 38
al? i Xp o Py Q} (38)
where
0 2
s(y) = —hz'sinzw + coszw + Zvrzctzphzlf4 (39a)
Py
2 2 2,4
T=14+ 27 U Py /£ (39b)
Qly) =1 + (anutzph2 coszw/fa) + ph2 sin2¢/40r2 (39¢)

When height of V_ is constant and laminae are infinitesimally thin, the ratio
for echo powers gt angle y and zenith (¥=0) is:

2 2
<P (P)> p, sin Y
a - /Q(0) 2 _ 2 "h 40
Z, 005 "V o8 ¥ e -2k —ors— 1 (40

The term cosz¢ accounts for the decrease in power due to the range and o
increase with tilt away from the vertical because V. remains at constant
height. To <P (y)> we add the power Pi(w) due to isotropic irregularities to
obtain: a

<P_(y)> 2 <P(y)>
a . =
:Egzgj;.+ Acos P} {1+A} P (o)> (41)

where A=P; (0)/P,(0). Equation (41) was fitted to data (Figure 3) from ROTTGER
et al. (1981). Pertinent parameters for the Rottger et al. data are: X=6.4 m;
D=260 m; heights h=16,9->18.1 km near the tropopause; beam width 631=1,7°; and
range resolution = 300 m. We find ;=20 m for the horizontal correlation
lengths, and A=0.04 fits well these data. Comparing terms in (39) it is seen
that the Fresnel term (i.e., the 2nd term in Q(y)) does not contribute
significantly. Although we have not distinguished any one of the mechanisms
discussed in the introduction as being responsible for the echo power, we see
that scattering from anisotropic irregularities can account for the observed
angular dependence which is sufficiently peaked that one might believe a
reflection mechanism is acting.

For sake of simplicity, it is preferable to label the echoing mechanism as
scatter whenever there are several or more scattering irregularities for which
only a statistical description of their properties (e.g., size, intensity, etc.)
is practical. Thus, we do not need to invoke a reflective process to explain
observations in this case; the scatter formulation presented here can explain
all the features of the received field if indeed the medium is comprised of many
irregularities of refractive index for which only statistical properties are
knowm,

Equation (2) is the starting point for our formation for scatter from
refractive irregularities. Although we refer to (2) as the scatter integral, it
can be used as well in situations (i.e., P¢>>f) which might be interpreted as
rveflective. In order to determine echo power when irregularities have
horizontal dimensions large compared to the Fresmel radius, GAGE et al, (1981)
have used the general formula
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—-— [SOTROPIC HEIGHT = 16.9-18.1 km
~em— ANISOTROPIC 8,=17°
30 |- TOTAL POWER pr=20m
A=0.04 (14 dB)
A=6.4m
o .
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~
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=
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TILT FROM VERTICAL =/2-8 (deg)

Figure 3. Angular dependence of observed mean backscatter power
(open circles) from anisotropic irregularities as the radar
beam axis is tilted away from the vertical (ROTTGER, 1981).
Fitted to the data is a model that consists of anisotropic tur-
bulence with a two-dimensional (horizontal isotropy) correlation
function in an isotropic background.

2/2

2

|&] exp {~j2k z} dz| (42)

1ldn

- 4 | J n dz

-2/2
for the power reflection coefficient where £ is the thickness of the partially
reflecting layer. In this form variations of n along the horizontal are ignored
and, if the scattering layer is in the antenna far field, the echo power P
easily found by cons:.denng an image source which gives
2 2

P =PA |R| 2%

(43)

where Ay is the effective area of the antemna (A —g}\2/4). For exzactly the same
assumptions on n, the solution of (2) should produce an identical echo power.
In Appendix A we prove this contention by simply using the second-order phase
terms; this shows the wide applicability of the solution presented earlier.

Figure 4 illustrates the type of scatter that would be effective versus the
location of the sampling wave number 2k, for the case p >>p,. The location of
boundaries are functions of the parameters Phps D, T, an the relative strengths
of &, and ¢;, and thus there could bg a d1fferent order than presented on
F1gure 4, For example, if K, i<2r /ph , then Fraunhofer scatter could be either
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ANISOTROPIC] ‘, [ 1soTROPIC g
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| SOLUTIONS APPLY | SOLUTION REQUIRED,
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Figure 4. Types of echo mechanisms versus the location of the
sampling wave number 2kg for a particular ordering of boundaries.
Ph>>Py, and Vg is uniformly filled with irregularities.

anisotropic or isotropic depending upon the value of 2k_. 3Because we had
assumed infinitesimally thin laminae (K.»> in that case?, scatter will be
anisotropia no matter how large is 2k,  However, it is more likely that
Ki<2ﬁr0/p so that if 2k, was larger than 2 n~1 we could pass into a region of
isotropic scatter. Data collection at various ZkO's (i,e., multiple wavelength
radar) could establish the correlation length pzéand a value for K,. At UHF
wavelengths 2k is so large that the peak of @W(K) is expected to fall most of
the time in the tail of @n(K) at wave numbers where turbulence is mostly
isotropic and ¢, is expected to have the same 11/3rds dependence on K as does
the velocity fluctuations., However, at the longer wavelengths in the VHF band,
2k, is much smaller so it can place the @w(f) peak in a region where ¢  may
sometimes be larger than @i or smaller than it.

ECHO POWER DEPENDENCE ON RANGE AND RANGE RESOLUTION

GAGE et al. (1981) propose a model for which echo intensity varies as the
inverse square power of range but has a range resolution dependence that can
vary from zero '‘to a square law. BALSLEY and GAGE (1981) introduce the concept
of a scatter volume defined, transverse to the antenna beam, by a correlation
radius to derive an echo intensity that depends on the fourth power of range.
It is improper to form such a condition because the scatter volume Vg is
defined by either the spatial distribution of intensity of An fluctuations or
by the resolution volume Vg, whichever is smaller. We shall use the solutions
derived here to determine the conditions under which various dependences can
occur. Recently HOCKING and ROTTGER (1983) have critically reviewed the inter-
pretations of Balsley and Gage.

Assume vertical incidence and use (31) and (32) to obtain

Co > >
e >=_L 5 (K)* ¢ (K) (44)
r 2 'n W
o]
where C is a constant independent of oL and L and Q“SE) can be expressed as:

- _ 2, 2
@W(K) erWﬂKt) exp { Zcr K, } (45)
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where now Kt2== KX2+ Kyz. Consider two cases: (1) d)n(g) broad and (2) narrow

compared to q;w(f) along the wave number Kz coordinate (Figure 5).

(a) ¢ Broad
n

Integration along KZ gives a <Pr> approximated by

Cao

= L
® > = - 5 ” @w(Kt) @n(xx,xy,Zko)dede (46)
O

which illustrates that the expected echo power is proportional to range resolu—
tion (assuming a uniformly filled V6) and inversely proportional to the square
of range r . This is the usual dependence expegted when scatter is from
irregularities produced by turbulence, The r ~“dependence occurs irrespective
of whether oL is large or small compared to £°

(b) @n(f) Narrow

In this case (44) can be reduced to
—9g 2 - 2
Co 2 20r (Ksz Zko)
IO ¢ (K)o (X) dv (47)
<E 2 2 wot’'n K

T
(o]

Again <P > depgnds upon the inverse square of 1,,a result which is independent
of p,. If @W(Kt) is also broad compared to ‘%(k) along K, then (47) reduces to

co 2 “20 2(x_ -2k )2
r SZ (o} J

~ r -
<Pr> = @W(O)e

>
- @n () dVK (48)
o

in which @n(ii*) is assumed to have a peak at K =0, This case occurs when
refractive index irregularities have pp>f and strong Fourier components
clustered about 2k .. Only if 2k,=kg, will <P.,> be proportional to © 2; other~-

wise, we could have other range resolution dependencies., The integral in (48)
is the variance <m“>.

(a)
A
B,(K)
@
AN HCS

Figure 5. Cases in which ¢, is broad (a) and narrow (b) compared to fbw.
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If the irregularities are contained in a thin layer having a vertical
dimension small compared to 0y, then echo power would be independent of Uy,
when the resolution volume is centered on the layer. For resolution volumes
displaced from the layer height, echo power would have a strong dependence on
0y even exceeding the square law one! 1If the scattering irregularities are
confined to horizontal dimensions small compared to beam width, then a fourth
power range dependence would be obtained. However, the correlation length does
not determine the scatter volume dimension as stated by BALSLEY and GAGE (1981).
In the cases discussed in (a) and (b) the echo power depends on the inverse
square of range because we have assumed uniformly filled Vg.

CONCLUSIONS

When scattering layers are in the far field of an antenna, the Fresnel term
is a more important weighting function than the antenna pattern because the
width of the antenna pattern is always larger than the Fresnel radius £. Only
in the case where the correlation leagth p _of refractive index irregularities
Mm perpendicular to the beam is much smaller than f will the first-order
truncation of the Taylor series expansion for phase be valid, Then Fraunhofer
scatter is considered to be effective. However, when retention of second~-order
phase terms is necessary a Fresnel term (see Equation 20) is introduced. The
criterion for keeping the second-order phase term depends both upon beam width
and the Fresnel radius, Thus, the condition under which incoherent Fraunhofer
scatter is effective becomes solely a function of antenna diameter D (i.e.,
0¢<0.29D). When the Fresnel term needs to be included in the solution we have
the situation of Fresnel scatter or reflection. It is suggested that unless the
antenna diameter is of the order of 100 m or more, the Fresmel term is important
in determining the field scattered by refractive irregularities.

The formulas derived here establish the conditions under which a scatter or
reflection mechanism can be distinguished. However it is important to have the
proper statistical description of the irregularities in order to obtain the
spatial and temporal dependence of echo intensity. A multiple wavelength radar,
in which its beam position can be scanned, could supply invaluable data to
characterize the spectrum of refractive index irregularities and help to explain
the properties of the echoes, Only when irregularities have a spatial spectrum
form that concentrates variance <An“> at wave numbersnear 2k, does echo power
depend upon the square of range resolution. Echo power depends upon the inverse
square of ramnge r, independent of whether P is less than or greater tham £f.
However the resolution volume must be uniformly filled with 24n.
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APPENDIX A

In this appendix we shall demomstrate that (42) and (2) and identical
formulations for the situation considered in this paper (i.e., a scattering
layer in the far field of an antenna, and range resolution sufficiently narrow
so that the 1/r? term can be brought out of the integral (2)).

For pulsed transmissions the height interval that contributes to the echo
sample is determined by the pulse shape if refractive index irregularities are
distributed throughout the vertical. Therefore, in this case (dn/dz)/n in (42)
must be multiplied by the range weighting function (e.g., (11)) and then, for
pulse widths small compared to r_, the limits on z in (42) can be increased to
infinity without significant error. Thus the reflection coefficient takes the
form:

2 2
1 -z /4(7r P
R =3 I e E;-(Znn) exp {—j2koz} dz (al)

Using integration by parts and noting that n = 1 4+ /n where An<<1, (Al) can be
reduced to

2
_ z . ozt .
R = [ ( 7 + Jko) o exp { 5 JZkoz} dz (A2)
o 46r 40r
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Now for range resolution many wavelengths long (i.e., k or>>1) the term z/4o
can be ignored in the integral without adding apprec:.able error to p, Then

R = jk0 I W(z) m(z) exp {—jZkoz} dz (A3)

-0

We note here that W(z), as defined in this paper, also contains the weight
associated with the frequency transfer function of the receiver's filter.
Although this function does mnot rigorously belong in the integral for p, we
are primarily interested in the received echo power which is dependent upon the
filter function. For a linear system we could, if we ignore receiver noise,
just as well consider the filter at the transmitted output thus modifying the
pulse shape to give the equivalent weight W(z) considered herein. With similar
consideration we can also express (2) in the form

K 2 P gn
o= -2 o Iw(z)fez(r)m exp {-jZkors} dv (A&)

1 2 3
r, (27)

We now consider An to depend upon z as in the reflection formula and using (10)
for £ 2(r), the second-order expansion (14) for r S and integrating over the
horlzt?ntal we obtain

2
Tk P_gn ~j2k r ko
1 5 —F—%e °9 ¢ 12+j-r—°)le bn exp {-j2k z}dz (A5)
r, (2w) ZUt o

Now for r, in the antenna far field the temm Jk(/r has a magnitude larger than
1/20t2. The echo pover P, in temms of E, is:

Pr=r= AelEll /Zno (a6)
substitution of (A5) and (A3) into (A6) reveals
A ZlRIZ
P = _____3._____
ropk 2
[o]

which is identical to (42) derived from the reflection formula.



98

2.2A EFFECTS OF PULSE WIDTH AND CODING ON RADAR RETURNS FROM CLEAR AIR
C. R. Cormnish

Schooling of Electrical Engineering
Cornell University
Ithaca, NY 14853

In MST radar studies it is desired to obtain maximum information about the
atmosphere and to use efficiently the radar transmitter and processing hardware.
Large pulse widths are used to increase the signal-to-noige ratio since clear
air returns are generally weak and maximum height coverage is desired. Yet
since good height resolution is equally important, pulse compression techniques
such as phase coding are employed to optimize the average power of the trans~
mitter. Considerations in implementing a coding scheme and subsequent effects
of ‘an impinging pulse on the atmosphere are the subject of this paper.

As noted, a large pulse width is desirable to maximize S/N which varies as
the square of the pulse width. In using phase codes one pays for good height
resolution in terms of decreased S/N. As height resolution increases, noise
increases since the receiver bandwidth must be widened to match the decreased
pulse length. The net effect is for the S/N ratio to vary as pulse width
squared for uncoded pulses but for coded pulses, S/N is proportional to the
pulse width. In general, ome selects an optimal set of system parameters (in-
terpulse period (IPP), pulse width, coding scheme, gate delay) to avoid range
aliasing, ionospheric interference (e.g., electrojet returns at Jicamarca), code
sidelobes and ground clutter.

PULSE WIDTH EFFECTS

While a maximum duty cycle and high average power is preferred, a longer
pulse causes ground clutter to be smeared over more heights. Hence stromng clut-
ter returns may overwhelm weak signals at higher altitudes.

As the scattering volume is proportiomal to pulse width, it is possible for
one or more signal peaks to occur within a given range gate. The resolution of
the structure of a particular phenomenon, e.g., wind shear, is dependent on
height resolution available.

The spectral width of the signal is a measure of the distribution of ve-
locities within the scattering volume. Velocities may be distributed due to
some random process such as turbulent scattering. On the other hand, there may
be some vertical structure such as velocity shear which organizes the velocity
distribution. For a random distribution, one would expect no change in spectral
width with pulse width, while in the case of a velocity shear the spectral width
should vary with illuminated volume, i.e. pulse width.

PULSE CODING EFFECTS

While use of phase codes yields good height resolution and maximum average
transmitter power, proper selection of IPP and codes helps to eliminate range
aliasing and ambiguities. Certain codes such as Barker codes are undesirable
due to range sidelobes. There exists a 2-3 dB/km dropoff in signal power in the
neutral atmosphere. For a 13-baud Barker code, the range sidelobes are 22 dB
down from the peak but are nevertheless sufficient at a l-km baud length to
cause clutter from signals 10 km below to interfere.

Correlation times of the medium in the stratosphere and mesosphere are on
the order of .5 to 1 second, which is sufficiently long that complementary codes
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and coherent integration techniques can be used, The total coherent averaging
time must be less than the coherence time of the atmosphere.

Ideally, perfect codes are generated, transmitted, scattered, received and
decoded, but this does not happen in practice. - SULZER and WOODMAN (unpublished
manuscript, 1982) have considered some of the practical problems and have gener—
ated a set of quasi-complementary codes to overcome some of the deficiemcies of
complementary codes. Quasi-complementary codes are beneficial in eliminating
ghosts from range sidelobes of complementary codes produced in the actual imple-
mentation of codes due to such effects as transmitter ringing and frequency do-~
main asymmetry. Furthermore, quasi-complementary codes perform better than com~—
plementary codes when incomplete decoding due to truncated signals at lower al-
titudes occurs as a result of the loss of the first few bauds during receiver
blanking, Finally quasi~complementary codes are good for suppressing interfer~
ence from clutter since each individual code of the quasi-complementary code set
is of higher quality (lower sidelobes) than an individual code of a complemen-
tary pair,
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2,28 THE EFFECTS OF PULSE RATE, POWER, WIDTH
AND CODING ON SIGNAL DETECTABILITY

D. A, Carter

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, CO 80303

When deciding upon radar and signal processing parameters for MST radars,
the quantity that one attempts to maximize within existing constraints is the
signal detectability. For Doppler spectral analysis the detectability cam be
defined (see BALSLEY, 1978 or GAGE and BALSLEY, 1978) as the ratio of the
amplitude of the largest spectral peak of the received signal to the noise level
fluctuation, D = Sr/ASN (see Figure 1).

This paper will examine the effects on the detectability of varying the
pulse repetition rate (PRF), peak pulse power (Ppy) and pulse width (1p). Both
coded and uncoded pulses will be considered, During this discussion the
following quantities will be assumed to be constant: antenna area, echo
reflectivity, Doppler shift, spectral width, spectral resolution, effective
sampling rate, and total incoherent spectral averaging time. The detectability
will be computed for two types of targets: 1) discrete target (i.e., a single
echoing region smaller than the smallest pulse width).

First let us examine the effects of coded pulses. The received signal from
a coded pulse is decoded by convolving the received voltage with the code. The
phase of the received signal from the echoing region will be the mirror image of
the transmitted code. Since the autocorrelation function of a code of length L.
has a peak value of L., the decoding process enhances the echo signal power by
a factor of L.“, TFor white noise which is uncorrelated between each bit of the
code, the convolution will add the power incoherently and thus the noise power
will be increased by a factor of L.. The above is true regardless of the type
of code used. For multicode processing (using complementary codes or pseudo-
random codes) the signals from successive codes must be added coherently to
obtain the desired autocorrelation sidelobe response. However, as long as the
number of codes used is less than the normal number of coherent averages, multi-
code processing will not have any additional effect on the signal detectability.
0f course, the sidelobes of the code autocorrelation functions will affect range
contamination of signals and influence the choice among various codes.

Now we will determine the signal detectability for coded and uncoded pulses
as a function of PRF, transmitter power, pulse width, and code length. Let us
define the fundamental bit length or resolution pulse width of a coded pulse to
be T, and the total pulse length to be Tp = L.T,. The same symbols can be used
for uncoded pulses by letting L, = 1 and Tp = To. The returned signal power,
Pg: is proportional to peak transmitter power for discrete targets and to peak
power and pulse width for diffuse targets., Specifically, for both coded and
uncoded pulses,

. 9 .
P = Ppk L, (discrete targets)

2 .
P = Ppk T L. (diffuse ta?gets).

' The noise power can be written as

:PN « B Lc/m « LC/TOm
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Figure 1. Typical Doppler spectrum (after BALSLEY, 1978a).

where B « 1/T _is the receiver bandwidth and m is the number of coherent
averages. The signal-to-noise ratio, SNR = PSIPN, then becomes

SNR « Ppk mt L, (discrete)
SNR « P __ mT 2 (diffuse)
pk o ¢ .
Following the derivation of signal detectability, D, used by BALSLEY (1978)
and eliminating dependencies on the fixed quantities given previously, it can be
shown that

D« Ppk (PRF) Tle = Ppy (discrete)

2 .
D « Ppk (PRF)To Lc = PAV L (diffuse).
Table 1 summarizes these results for 4 cases with varying values of PRF,

P ys Tor and Lo for a comstant average tramsmitter power (Pay = Ppi (PRF) L.1g)
The "reference" values of each quantity are PRF = f, Ppp = P, 75 = 1, and

L. = 1. Each quantity is multiplied in turn by an integer constant N, keeping
the average power constant in each case. The receiver bandwidth, B, is set to
1/7, and the number of coherent averages n. is adjusted to maintain a constant
effective sampling rate, PRF/n.. The resulting dependencies of the signal-to~
noise ratio and detectability are shown in the last two columns.

Table 1 can be simplified by writing the first 3 independent variables in
terms of dimensionless quantities PRF/f, P_;/p, 1./t and thus showing only the
dependency on N. This has been done in Tagle 2. For the discrete targets we
can see that all 4 cases have the same signal-to-noise ratio and the same
detectability., For the diffuse case, because of the dependence on the resolu-
tion pulse width, the long uncoded pulse has a detectability which is a factor
of N greater than the other 3 cases.

In those diffuse cases where high resolution is obtained, we note that
using coded pulses gives the same signal detectability as using short uncoded
pulses with either higher PRF or higher peak power. Pulse coding becomes
desirable, then, when high resolution is needed and when the peak power cannot
be increased due to transmitter limitations and the PRF cannot be increased,
perhaps because of range aliasing problems.

Note that, given a set of Doppler power spectra obtained with any of the
high resolution systems (cases 5, 6 or 8 in Table 2) the detectability can be
increased by Nt , at the expense of range resolution, by averaging the spectra
across N range gates, This effect occurs because the spectral noise power
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fluctuations are proportiomal to N1/2, Thus by using two types of post-
processing, these high resolution systems can give range resolution improved by
a factor of N in regioni of good SNR and, in regions of low SNR, a detectabi-
lity degraded only by N /2, compared to the long pulse case.
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2.3A SPECTRAL CHARACTERISTICS OF THE MST RADAR RETURNS
P. K. Rastogi

Haystack Observatory
Massachusetts Institute of Technology
Westford, MA 01886

ABSTRACT

The salient features of the spectra of atmospheric returns due to random
refractivity fluctuations in the MST region are reviewed. The nonhomogeneous
layered structure of turbulence is often evident as multiple peaks in the
spectra. The time evolution of the spectra observed with a fine Doppler
resolution provides evidence for thin regions of turbulence associated with
gravity waves and shear instabilities, Embedded in these regions are
horizontally extended refractivity structures that produce enhanced returns due
to specular reflections. It is conceivable that some enhanced returns arise due
to anisotropy of small-scale refractivity structures. Observed correlations of
the strength of the returns with their Doppler spread, wind shears, and winds
provide insights into the physical mechanisms that produce turbulence.

INTRODUCTION

The use of sensitive high power radars at VHF and UHF frequencies in
studies of the Mesosphere~Stratosphere-Troposphere (MST) region has been
reviewed extensively in recent years (see e.g., ROTTGER, 1980; BALSLEY, 1981).
These radars are sensitive to weak fluctuations in the radio refractivity of the
atmosphere at a scale that usually is half the radar wavelength (BOOKER and
GORDON, 1950; BOOKER, 1956). The refractivity fluctuations are induced by
atmospheric turbulence and act merely as tracers for larger-scale motions
associated with atmospheric winds and waves.

In most radar experiments it is usual to parametrize the spectra of the
received signals by their low-order moments which are then interpreted in terms
of the physical and dynamic properties of the medium (WOODMAN and GUILLEN,
1974), Details in the spectra that are not readily characterized by the low-
order spectral moments, and observed interrelations between the spectral

moments, provide imnsights into the physical mechanisms that produce the radar
returns and are reviewed here,

The response of the radar to the radio refractivity fluctuations is briefly
outlined in the following section, where we also discuss the consequences of
layered turbulence on the spectra and the inferred parameters. In directions
close to the vertical, these turbulent layers often can produce enhanced specu-
lar echoes. The spectral characteristics of these enhanced echoes are briefly
>utlined; observed correlations between the spectral moments, and the implica-
tions of these in terms of thin layers of turbulence generated by enhanced wind
shears and subsequent thickening of layers are discussed in the respective sec-
:ions. Finally, the types of observations that may resolve some conflicting
:vidence for the observed correlations are discussed.

ADAR RESPONSE TO REFRACTIVITY FLUCTUATIONS

The electromagnetic aspects of scattering of radio waves from random
efractivity fluctuations in radar experiments are sufficiently well understood
see e,g., TATARSKII, 1971; ISHIMARU, 1978). The refractivity fluctuations
{z,t) constitute a random field. The received signal z(t) is linearly related
o the spatial Fourier component of this field at the Bragg vector
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kp = (k; - k,) corresponding to the propagation vectors ki and k, or the
incident and the received fields. For backscatter (usually the case for MST
radars) kj, corresponds to a spatial scale of half the radar wavelength. A
second~order statistic of the received signal z(t), either its autocovariance
function R(7) or the power spectrum S(f), is measured in the radar experiments.
These statistics can usually be related to the time or frequency behavior of
these components of the field n(r,t) that have a spatial wave number k,.

To proceed further, assumptions must be made about the nature of the field
n(r,t). In the most widely used (and lesst gemeral) information n(g,t) is
assumed to be homogeneous and isotropic at least over the radar cell (BOOKER and
GORDON, 1950). The signal spectrum S(f) can be characterized in this case by a
single Doppler-shifted peak (ISHIMARU, 1978). Without resorting to the exact
shape of the spectrum, the lowest—-order moments of S(f) provide information on
the turbulence-induced refractivity variance (an), radial velocity
(v = k - v), and the radial velocity spread (oy) (see e.g., WOODMAN and
GUILLEN, 1974; ZRNIC', 1979).

The assumption of homogeneiety of the field n(r,t) over a radar cell breaks
down in experiments that have a coarse altitude resolution of 1-3 km, This is
principally due to a layered structure of turbulence that is characteristic of
the atmosphere and ocean., Often these layers have a nominal thickness of temns
to hundreds of meter. Early evidence for the occurrence of turbulent layers in
the stratosphere (WOODMAN and GUILLEN, 1974) and in the mesosphere (RASTOGI and
BOWHILL, 1976) was inferred from VHF radar observations at Jicamarca.

When two or more layers occur in a region of shear through a radar cell,
the spectrum S(f) has characteristic multiple peaks as shown in Figure 1. 1In
UHF radar experiments at Millstone Hill, time evolution of these spectral peaks
has been observed with a fine Doppler-resolution at low elevation angles to
provide evidence for breaking gravity waves, and possibly a Kelvin-Helmholtz
stability in the troposphere (WAND et al., 1983). CRANE (1980) shows examples
in which the multiple peaks in the spectra can be seen and tracked over
contiguous radar cells.

An important consequence of the unresolved layers of turbulence is the
error introduced in the estimation of the an parameter from the measured
signal power. Radar experiments that assume h%?ogeneous turbulence throughout
the radar cell, would tend to underestimate C,“ by a factor that depends upon
the unknown volume fraction (F) of the cell that is actually filled by
turbulence. VANZANDT et al. (1978) have proposed a model that can be used to
infer an from the back-ground wind and temperatureéprofiles measured with
radiosondes. Simultaneous radar measurements of C,“ can be used to infer the
fraction F, The error in the estimates of an is usually considerably smaller
in fine altitude resolution experiments in which the vertical size of the radar
cells is better matched to the layer thickness (SCHMIDT et al., 1979; ROTTGER et
al., 1979; WOODMAN, 1980; WOODMAN et al., 1980). 1In these experiments, the
assumption of homogeneiety over the radar cells is approximately valid, except
for a possible complication due to specular returns (discussed in the next
section).

The assumption of isotropy of turbulence at the Bragg scale (typically 3
meters for VHF radars and 0.3 meter for UHF radars) is reasonable if this scale
is sufficiently small compared to the outer scale at which energy is fed into
turbulence. For a typical layer thickness of 100 m, anisotropic Bragg-scale
turbulence is more likely to occur at VHF, than at UHF frequencies, Scattering
from anisotropic refractivity fluctuations (BOOKER, 1956; TATARSKI, 1971;
ISHIMARU, 1978) can produce enhanced radar returns. The effect of anisotropy,
however, is not expected to be significant at mesospheric heights, where the
Rolmogorov scale associated with turbulence increases to 1-5 meter.,
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Figure 1. An example of signal spectrum with multiple peaks (identified as
1 and 2) observed with a 0.125 Hz resolution at Millstone Hill. A Doppler
shift at 10 Hz corresponds to a horizontal velocity of 4.5 m/s. The ground
clutter at zero frequency, and a narrow spike at the power line frequency
of 60 Hz are clearly discernible. The inset shows how these peaks can
arise due to layers of turbulence in a shear region.

LIV and YEH (1980) have considered scattering from thin layers of
urbulence that is frozen—in with the medium, and have obtained specific results
or the modified spectral moments, Their analysis is valid when the turbulent
elocity component is small compared to the velocity of the medium along the
adar axis. This is usually the case when the radar is pointed downwind,
ufficiently away from the vertical,

PECULAR REFLECTIONS

Enhanced echoes have been observed from the S-T region (see e.g., GAGE and
YEEN, 1978; ROTICGER, 1978) and from the mesosphere (FUKAO et al., 1980) in VHF
tperiments that use a radar beam pointed close to the vertical. These are
:tributed to weak, partial or specular reflections from sharp refractivity
radients associated with turbulent layers.

The spectral characteristics of specular returns have been observed in the
‘T region in VHF radar experiments by examining the autocovariance function of
e returng (ROTTGER and LIU, 1978; RASTOGI and ROTTGER, 1982), and directly in
F radar experiments (SATO, 1981), The temporal coherence of specular returns
manifest in their longer correlation time or smaller spectral width.
ecular returns can be discriminated, to some extent, from the scattered
gnals by examining the spectra in the vicinity of the Doppler profile through
ndows of different width. The Doppler resolution in the frequency spectra
served with most MST radars, however, has not been adequate for fruitfully
rsuing this approach.
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RELATION BETWEEN SPECTRAL MOMENTS

Empirical correlations between the low~order spectral moments, or para—
meters derived therefrom, have been observed in several radar experiments. Some
of these correlations, e.g., those between wind (from the first—order moment),
wind shear (height derivative of wind), and signal power (zeroth-order moment),
can be reconciled with physical mechanisms that generate turbulence. Others,
e.8., a correlation (positive or negative) between signal power and the spectral
width (second~order moment) remain physically elusive, but probably depend on
the growth of turbulent regions.

In the absence of convection processes, local wind shears are the principal
source of turbulence. A necessary condition for the onset of turbulence is that
the local Richardson number Ri should become smaller tham 0.25. The signal
power measured in radar experiments is an indicator of the strength of
turbulence. The shear inferred from the radial wind at contiguous radar cells
has a scale corresponding to the altitude resolution. An excellent similarity
has been observed in the stratosphere and troposphere between the profiles of
inferred shear (at a 300-m scale) and signal power in a series of fine-altitude
resolution (150 m) experiments at Arecibo (SATO, 1981).

Even with altitude resolutions of 1-2 km, a correlation of the order of 0.7
between wind shear and signal power has been observed in experiments at Poker
Flat (SMITH et al., 1983), and at Millstome Hill, A similar order of correla-
tion is observed between wind and signal power, especially in regions of large
(>30 m/s) horizontal wind. The fact that even the shear inferred at a 2-km
scale appears to bear a good correlation with the signal power, suggests that
small~scale shears probably are enhanced in regions of large background shear.
The correlation of signal power with strong winds can be explained either on the
basis of large Reynolds number, or alternatively because regions of strong winds
(e.g., the jet streams) also have a large shear associated with them (SMITH et
al., 1983),

An intriguing correlation between the signal power and fading time (inverse

of spectral width) of mesospheric VHF echoes was first seen in A-scope traces by
BOWLES (1958) in his pioneering incoherent-scatter experiment. A similar
correlation was noticed in A-scope traces at Jicamarca (FLOCK and BALSLEY,
1967) . Later experiments showed that this type of correlation is oftem quite
pronounced in the lower mesosphere (RASTOGI and BOWHILL, 1976), though its sense
is frequently reversed above 80 km (FUKAO et al., 1980; COUNTRYMAN and BOWHILL,
1979).

Since the signal power is related to the refractivity variance, and
spectral width to the radial velocity variance, a positive correlation between
these quantities is normally to be expected. This argument fails to explain the
observed correlation, however.

RASTOGI and BOWHILL (1976) proposed that for thinmer layers of turbulence,
a broader range of wave numbers in the vicinity of kyare involved in scattering
and the fading time would be longer. An association of stronger signals with
longer fading times in the lower mesosphere then appears to imply that stronger
turbulence should occur in thinmer layers, In the upper mesosphere, however,
stronger signals appear to be associated with shorter fading times implying that
regions of stronger turbulence ought to be thicker. VHF radar observations with
150-300 m resolution actually do reveal layers 1-2 km thick at heights above 80
km. These layers are several times thinmer and often unresolved in the lower
mesosphere (ROTTGER et al., 1979; RUSTER et al., 1980). The increased layer
thickness above 80 km is also consistent with variation of the Kolmogorov micro-
scale with height (see e.g., BALSLEY, 1981).
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Figure 2 shows a scatter plot of changes in signal power and changes in
spectral width observed for a few selected tropospheric range cells in a low~
elevation experiment at Millstone Hill., The two regression lines also are shown
for each plot. These plots imply that an increase in the signal power is
associated with a decrease in spectral width, or an increase in fading time
(similar to that observed in the lower mesosphere at Jicamarca). At low
elevation angles, for shear-gemerated turbulent layers, the spectral width is
proportional to the layer thickness (WAND et al., 1983).

These observations tend to favor the notion that the observed correlations
are an indication of the broadening of turbulent layers by entraimment. Thin
layers are possibly generated as a consequence of instabilities in the flow.
Fventually the transfer of energy from the background flow into the turbulent
layers ceases, and the intensity of turbulence (hence the signal power) must
decrease with time due to viscous dissipation, The outer edges of a turbulent
layer, however, are usually intermittent and would entrain the ambient non—
turbulent fluid into the layer, making it thicker. Regions that have just
become turbulent should then show high signal powers confined to narrow spectra.
Those containing decaying turbulence would exhibit lower signal power associated
with wider spectra, thereby explaining the observed correlation.
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Figure 2, Scatter plots of changes in spectral width and signal
power for a few heights in the troposphere observed at a 20
elevation angle with the Millstone Hill radar, The plots have
about 400 points each. Trends with periocds larger than 30 min
have been removed. The two lines of regression and correlation
coefficient also are shown, The sense of the implied correlation
is similar to that observed in the lower mesosphere with VHF
radars. A tentative interpretation is given in the text,
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DISCUSSION

We have'briefly discussed some characteristics of the spectra observed with
MST radars, that provide interesting insights into the mechanisms that may be
responsible for producing the radar returns. Most of the results in this area
have been obtained in experiments that use coarse altitude and Doppler
resolutions by looking for "statistical correlations between the low-order
spectral moments. A better understanding of the detailed structure of regions
of turbulence in the middle atmosphere -~ and their radar signatures — can be
obtained through experiments with improved resolution in altitude (150 m or
better) and radial velocity (one to few cm/s)., Such experiments may also be
helpful in observing isolated cases of the generation, growth and decay of
turbulent layers.
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2,3B SPECTRAL CHARACTERISTICS OF THE RETURN
J. Rottger

EISCAT Scientific Association
Box 705
§~981 27 Kirdna, Sweden

Doppler spectra of VHF radar returns typically indicate a Gaussian back-
ground shape with superimposed spikes as shown in Figure 1. Here an average of
10 Doppler spectra is shown which was calculated from a time series of 7 min of
complex data. One accepts a proper Gaussian fit to the background distribu-
tion neglecting the strong amplitude spikes, If this background distribution
is due to beam width broadening, either diffuse reflection or rather isotropic
scattering is required. If beam width broadening is neglected (mean winds were
only 2 m 87" during this observation, which supports this assumption), the
width of the distributionos is given by turbulent velocity fluctuations g, =

cs/k, where k = éf& For each frequency bin the amplitudes A are Rayleigh dis-

tributed, The standard deviation around a mean amplitude A is sy = 0.8 A/VE,
where N is the number of averagedspectra. Any amplitudes that scatter around
A by more than 28y = 0.5 A are not due to scattering from Gaussian~distributed
irregularities (with a significance of 95%). Some amplitude spikes exceed the
28 limit, and we have to assume that these are due to Fresnel reflection. The
discreteness of these spikes points to several distinct reflectors moving with
radial velocity w =uw,/k, where w, is the frequency interval where the spikes
are observed., It is assumed that the spikes result from reflection at differ-
ent parts of a corrugated refractivity structure, which is consistent with the
model of diffuse refelection. The scattered contribution Cg is the integral
over the power of the Gaussian background distribution, whereas the reflected
contribution Crzis the integral over the remaining spikes. From the spectrum
shown in Figure 1 we estimate CrZICSZ a 0.3, i.e. the reflected component is
about 1/3 of the scattered component.

One may infer from the Doppler spectrum shown in Figure 1 that an inter-
pretation of a "wertical" velocity has to be carefully examined. The spikes,
caused by diffuse reflection from corrugated surfaces, may shift considerably
the mean value of the spectrum. For a tilted surface of reflection the inter-
pretation can become even worse if one does mot measure the incidence angle to
correct for off-vertical velocity components. It is assumed that the amplitude
spikes due to diffuse reflection indicate a Gaussian frequency distribution
such as for the amplitudes due to scattering. However, the mean spectral dis-
tribution of spikes must be calculated for a much longer time interval than is
needed to determine a turbulence spectrum. This time interval to calculate the
distribution of spikes may be much longer than the typical time scales of ver—
tical velocity changes (e.g., due to gravity waves).

MESOSPHERE

The spectral width of the returned signals is a measure of the rms veloci-
ty fluctuations in the scattering region. It has been discussed by ROTTGER et
al. (1979) that thicker structures have a larger spectral width, hence larger
rm8 velocity fluctuations. On the average the mms velocity fluctuation o found
in blobs and sheets below 69 km is *0.7 m s~ (corresponding correlation time
T = 4 s8), whereas the thicker layers exhibit the largest velocity fluctuations
Oy = ¥l m st (1 =1.6 8), This confirms the conjecture relating rms veloci-
ty fluctuations and structure thickness, which is based upon a turbulence in-
terpretation. Since thin structures, viz. blobs and sheets, predominantly
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Figure 1. Doppler spectrum measured with vertically pointing

antenna. Af is the Doppler frequency, and A the amplitude
in arbitrary units.

occur at lower heights and layers occur at larger heights, an increase in ve~
locity fluctuation with height is in agreement with studies of turbulence by
ZIMMERMAN and MURPHY (1977) and 2-3 MHz partial~reflection studies (VINCENT and
BELROSE, 1978) that layer thickness (as opposed to the height of occurrence)
gives a reasonable indication of the velocity fluctuation to be expected,
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2.4A INTERPRETATION OF RADAR RETURNS FROM CLEAR
AIR ~ DISCRIMINATION AGAINST CLUTTER

J. Rottger

EISCAT Scientific Association
$-981 27 Kiruma, Sweden

Generally, different kinds of interference may cause problems to the proper
detection and analysis of the atmospheric signals, when using VHF and UHF
radars. We may separate these into passive and active contributionms,

Passive contributions are existent in the receiving system without the
radar transmitter switched on. There are: Pl) noise from the receiver/antenna
system, P2) noise from cosmic sources, the sun and planets, P3) noise from the
earth's surface, P4) noise from the earth's atmosphere, P5) interference from
man-made sources (signals from communication and broadcast tramnsmitter, ignitiom
and machinery noise etc.).

Active contributions are due to scatter and reflection of the own trans-
mitted radar signal from unwanted targets, which are called clutter. These
active contributions are due to clutter from: Al) fixed and stationary targets
on the earth's surface, e.g., power lines, transmitter towers, mountains,
buildings and any kinds of erased structures, A2) surface waves of rivers, lakes
and oceans, A3) ships, A4) motor cars, A5) aircrafts (and rockets, during
special experiments), A6) satellites, A7) moon, planets (and sun),

A8) atmospheric turbulence, A9) ionospheric irregularities.,

The passive contributions have different effects depending on the operation
frequency. Pl normally has to be regarded only at UHF, P2 is the main noise
source at VHF, P3 has to be regarded only at UHF with low elevation antenna
angles, P4 is negligible at UHF and VHF, P5, interference from man-made sources
depends strongly on location and can be minimized by good suppression of low
elevation antenna sidelobes, although strong nearby transmitters still may
cause crucial interference. Also tropospheric ducting will increase the inter-
ference level from distant transmitters, A critical problem may arise in the
low VHF band if transhorizon propagation via ionospheric reflection becomes
possible,

In any case, care must be taken that the unavoidable interference signals
do not saturate any stages of the receiver or move these into the nounlinear

regime. Cross modulation effects them would prohibit proper suppression of the
interference during the data analysis.

Of major importance to radar systems are active interference contributions.

Different methods can be applied for elimination or at least suppressing
unwanted effects. These are:

(1) Directional filtering, i.e., applying optimum suppression of antenna side-
lobes,

(2) Range filtering, i.e., suppressing unwanted signals only in affected range
gates,

(3) Selection by amplitude distributions,

(4) Temporal filtering, i.e., recognizing typical temporal variations of the
clutter signals, viz, spectral characteristics, and applying matched
filters,
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Application 1, obviously needs a fairly good optimization of the antenna
pattern and may need additional shielding or screening of the antenna. Since
the cross sections of all the clutter tarpets A1-A9 may often be substantially
larger than the cross sections of wanted atmospheric targets and the clutter
signal still may be strong, applications 2, 3 and 4 should always be considered.

Applications 2, 3 and 4 mostly go together, since clutter targets with
different characteristics will occur in different range gates. The simplest
application of 2 is just for the case of stationmary clutter targets (Al),
yielding constant echo amplitudes in specified range gates. The easiest way
then is to measure an average stationmary clutter profile as a fumction of range
and antenna position and subtract it during each following measurement. This of
course has to be done according to amplitude and phase. However, all other
clutter echoes A2-A9 are not stationary, and even echoes from fixed targets (Al)
can fade due to tropospheric propagation effects.

Application 3, i.e., determining the amplitude distributions of signals,
may help in some cases to detect an unwanted signal. The amplitude distribution
of an echo from a very slowly varying target can be described by a Rice
distribution, whereas atmospheric scatter has a Rayleigh distribution. Deciding
which kind of distribution the echoes belong to then may allow to detect a false
signal, but will not eliminate it.

One also can use a method of maximum likelihood to determine if wanted or
unwanted signals are observed. One for instance does not expect clutter from
ionospheric irregularities (A9) at ranges shorter tham 100 km, if care is taken
to avoid range ambiguities. Echoes from targets omn the earth's surface (Al) and
clutter from sea surface waves (A2), ships (A3), and motor cars (A4) will not
occur at distances greater than the radio horizon of the antenna, if edge
effects on mountain ridges, multiple scattering, ionospheric reflection or
tropospheric ducting can be excluded. Echoes from moving targets are normally
characterized by a U-shape variation of clutter power with range.

The most efficient way to detect and eliminate clutter echoes is by
application 4, namely applying matched filters. This essentially works for
slowly moving targets, since the fast moving targets, such as aircrafts,
satellites, moon etc. (A5-A7) cause fast frequency changes which cannot be
resolved with typical interpulse-period sampling rates of MST radars. This
aliasing effect results in an increase of the noise power, since the clutter
returns are non—coherent. The power due to scatter of these point sources
decreases inversely with (distance)4, as compared to the (distance)? variation
of volume scatter from atmospheric turbulence. Thusg, problems will not be too
severe if the clutter target is at a far distance. However, it can be very
critical at too close distances, since the effective cross section, or aircrafts
for instance, is fairly large yielding very strong clutter signals even in the
antenna sidelobes, A solution would be to set up MST radar systems far away
from any aircraft flight routes.

Matched filters can be applied to eliminate clutter which exhibit "well-
behaved" frequency characteristics, such as ground clutter, sea clutter and
partly also the clutter from atmospheric turbulence (and ionospheric irregulari-
ties). 1In case of slowly varying processes, such as clutter from ships, cars,
and sea clutter with frequency changing due to tides, adaptive filters can be
applied. :

In Figure 1 we have shown a selection of spectra-height-intensity plots to
demonstrate some of these effects. The experiments to obtain these spectra were
carried out at the Arecibo Observatory with a 46.8~MHz radar using the 305-m
dish as antenna (ROTTGER et al., 1981). The antemna beam with 1.7° half-power
width was pointed at a fixed azimuth to different zenith angles (ZE) of 1.7°,
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3.4°, 5.1°, 6.8° and 8.5°. For each range gate (of 300 m increment) the
amplitude of the Doppler spectra was normalized to its maximum value. The
numbers 9 in the plots correspond to the maxima., The range covered by these
radar experiments was from about 8 km to 21 km, Echoes from atmospheric
turbulence, (1), carried with the wind, cause a Doppler shift which fairly
continuously varies with range, The Doppler shift increases with zenith angle
because the radial velocity component (in direction of the beam) of the
horizontal wind increases with zenith angle. This effect can be used as a
straightforward criterion to discriminate atmospheric echoes from clutter.

Strong ground clutter (2), having zero Doppler shift, is observed at all
ranges. However, at ZE = 3.4° and some other angles this clutter widens (3).
It became obvious during our experiments that this effect is due to atmospheric
clutter received through sidelobes pointing towards the zenith, This kind of
clutter can be strong because of the aspect sensitivity of the tropospheric and
stratospheric VHF radar echoes. To reduce (or eliminate) this effect, a zenith
angle of the antenna main lobe (e.g., ZE = 6.8° in these VHF radar exzperiments
at A,0) should be chosen where sidelobes pointing close to the zenith are
sufficiently iuppressed.

Clutter from ocean waves (4) occur in Figure 2 at ranges larger than 18 km,
which is due to sidelobes close to the horizon. This clutter occurs at positive
and negative Doppler frequencies due to approaching and departing ocean waves
(having different amplitudes). The phase velocity of the ocean surface waves is
directly depended on their wavelength, such that the frequency offset ifs of
the scattered radar, waves is fixed., It may be shifted, however, due to (tidal)
currents. To eliminate the sea clutter a notch filter could be applied, which
on the other hand also would affect a wanted signal. Also a low-pass filter
could be used, if the atmospheric signal has lower Doppler shift than £s (e.g.,
at ZE = 1.7°). Too small zenith angles would yield too low accuracy and
problems with separating the atmospheric scatter from ground clutter.

An optimum approach to select or separate the atmospheric signal from
different types of clutter is by applying a non~linear curve fitting procedure
as it was done by SATO and WOODMAN (1980). They had to apply this procedure to
data taken with the 430 MHz radar at A.0., where they found that even the
ground clutter faded slowly (causing a line broadening) and could not be
eliminated by high-pass filtering (viz, de-subtraction). They assumed a
theoretical function shape of the power spectral components of clutter and the
desired echo. They also considered some a priori knowledge of clutter/signal
signatures, e.g., the ground clutter has almost a symmetrical spectrum, whereas
this is not the case for almost every atmospheric signal (ZE>0°). The
sea clutter also in a first approach can be expected to be in well defined
frequency channels symmetrical to zero, but having different amplitudes and a
small common offset due to ocean currents, The fitting procedure of Sato and
Woodman allowed to detect even signals having -50 dB signal-to-clutter radio.
An example of a fitting result is shown in Figure 2 (by courtesy of T. Sato),
where the spectra of the atmospheric signals found by this technique are
inserted, From these fitted spectra, the essential parameters signal power,
Doppler shift and spectra width can be directly deduced,

In summary, we find that several methods exist and are applied to eliminate
or suppress clutter effects in the data analysis, It must be regarded, however,
that clutter influences should be suppressed as early as possible, i.e., by
properly selecting antenna location, antenna and receiver design.
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2.4B DISCRIMINATION AGAINST INTERFERING SIGNALS
AT THE POKER FLAT MST RADAR

D. A. Carter

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, Colorado 80303

At the Poker Flat, Alaska, MST radar several on—line and off-line data
processing techniques are used to remove interfering signals due to ground
clutter, aircraft, instrumental effects, and external transmissions from the
desired atmospheric echoes. The on—line, real-time techniques are necessarily
simple in order to minimize processing delays, but can be of great value in im~

. proving the data operated on by the more extensive off-line, post—-processing
algorithms.

At Poker Flat the return from ground clutter has a very narrow spectral
width. Even at the finest radial velocity spectral resolution (down to 30
cm/sec or .0l Hz) the ground return is entirely at the dc frequency point and
can be filtered out by simply subtracting the mean from the time series. A
more significant problem with ground returns is the large dc offset which ap~
pears on the receiver outputs, The ground return at Poker Flat actually over-
drives the receiver in the first 2-3 km. The dc offset greatly increases the
dynamic range needed in the ADCs to sample the atmospheric signal. In order to
detect the weakest signals, the receiver output level must be large enough so
that the rms noise level occupies more than one resolution bit level of the ADC
and the maximum signal must be less than the full-scale range of the ADC. In
order to improve the low-altitude response of the radar, the dynamic range of
the receiver would have to be improved and, if the ground return signal exceeds
the ADC range, higher resolution ADCs or range-variable attenuators may need
to be considered.

Both the Poker Flat and Platteville MST radars have used a very simple on-—
line scheme for detecting short-lived contamination such as airplanes. This
algorithm examines the individual Doppler spectra which are computed every 2-4
seconds (for oblique antenna beams) rather than the spectral averages which are
written to magnetic tape every 1~3 minutes, The total spectral power in each
individual spectrum is computed by summing all the spectral points. If this
integrated power increases from one spectrum to the next by a factor greater
than a pre-selected threshold, then that spectrum is not added to the spectral
sum. Succeeding spectra are compared to the last acceptable spectrum. Only a
certain maximum number of spectra are allowed to be rejected in succession.

This algorithm seems to work quite well. The tropospheric and strato-
spheric atmospheric echo power changes rather slowly on a time scale of a few
seconds., By using selection criteria on individual spectra every few seconds
rather than on averaged spectra every few minutes, short-term interference,
such as an airplane, is easier to detect and less data are lost. This is most
helpful when high time resolution data are required. The above techmique is no
longer being used at the Platteville radar. The primary aim of that radar at
present is to obtain long~term wind profiles. A sample random consensus tech-
nique is used on mean Doppler shifts obtained every few minutes to calculate an
hourly mean velocity (see Strauch, this volume, p. 528)., The consensus
algorithm selects the largest subset of data values which fall within a
specified range of each other. This algorithm could also be applied to the
unaveraged velocities and signal~to-noise ratios,
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At Poker Flat it is possible to use echoes from meteor trails to obtain
wind estimates at heights and times when turbulence echoes may not be present.
Each meteor echo lasts for only a few seconds and because of the narrow radar
beam, only a few echoes occur per hour, These short-lived echoes are therefore
greatly smoothed over when spectra are averaged for several minutes. The de-
tection rate of these echoes would be significantly improved by applying the a-
bove short-term "interference" detection algorithm to segregate the meteor
echoes from the longer-averaged turbulence echoes.

Several off-line processing techniques are applied to the spectral aver-
ages recorded at Poker Flat on magnetic tape. Most of these algorithms have
been developed and refined by Anthony Riddle of CIRES.

Only spectra whose signal-to-noise ratios exceed a given threshold are
considered significant and used in the succeeding analysis. The time series of
both signal-to-noise ratio and mean Doppler velocity at each height are exam~
ined for values which deviate beyond a certain limit from a running mean of
previous values., Occurrences of external RF interference can also be detected
by discarding the spectra at all ranges if the number of ranges with signifi-
cant echoes increases suddenly or if echoes appear in a group of range gates
near 40-km height, where no turbulence echoes are expected to be seen with the
current radar configuration. Another type of spectral interference whose
source appears to be equipmental occurs in the first few range gates where ex-—
traneous spikes often appear in the Doppler spectra. The true signal is ex~
tracted by exsmining the shape of the spectrum and the location of the spikes
(see Riddle, this volume, p. 546).

In summary, we have found that by using all of these techniques in combi-
nation, good success at removing interference can be achieved.



122

2.4C PULSE STUTTERING AS A REMEDY FOR ALIASED GROUND BACKSCATTER
S. A. Bowhill

Aeronomy Laboratory, Department of Electrical Engineering
University of Illinois
Urbana, IL 61801

The Urbana MST rdar operates at a prf of 400 Hz, with a frequency of 40.92
MHz. This frequency is in fact the lowest of the operating MST radars., As a
result, at times of high sunspot activity and under winter daytime conditions,
when the critical frequency of the F2 layer is at its greatest, sidelobes of
the antenna can provide energy which is reflected by the F2 layer. This energy
can then be backscattered from the ground and reradiated into the same antenna
sidelobe,

Although the antenna directivity will attenuate this signal by approxi-
mately 40 or 50 dB, it nevertheless represents a troublesome source of inter-
ference, Ranges of 1000 to 3000 km, with time delays of 7 to 20 msec, will
alias the scattered energy over several transmitted pulses (at 2.5 msec inter-
vals). Examples of this effect are shown in Figure 1, compared to a normal 2-
hour period at the same season in Figure 2.

The unwanted ground scatter is shown as a sequence of velocity plots which
are almost typical at the various altitudes. The reason for this is that
gravity waves produce changes in the height of the F layer, thereby giving a
change in range of time that falls in the same general range as that from the
mesosphere, Also, the ground forms a soft target similar to mesospheric turbu-
lence, thereby producing a fade rate which is similar to that for mesospheric
echoes,

One possibility would be to reduce the transmitter prf to a value such
that the ground backscatter from one pulse had completely died out before an-
other pulse is transmitted. However, this would require a decrease of a factor
of 10 in the prf, with a resulting degradation of radar performance.

A second possibility, which we have implemented successfully, is to change
the interpulse period in a cyclic way, thereby destroying the coherence of the
unwanted signal. To accomplish this, the interpulse period must be changed by
an amount at least equal to the transmiitted pulse width, and optimum perfor-
mance is obtained when the number of different interpulse periods occupies a
time span greater than the coherence time of the unwanted signal. Since a 20-
msec pulse width is used, it was found convenient to cycle through 50 pulses,
the interpulse period changing from 2 msec to 3 msec during the 1/8-second
time., This particular pattern of interpulse periods was provided by a software
radar controller, using an Apple II microcomputer with the timing program writ-
ten in FORTH. With application of this algorithm, the unwanted scatter signal
becomes incoherent from onme pulse to the mext, and therefore is perceived as
noise by the coherent integrator and correlator.
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2.5A THE AR VS (AR)? QUESTION - THE PULSE-LENGTH DEPENDENCE
OF SIGNAL POWER FOR FRESNEL SCATTER

W. K. Hocking

Max-Planck-Institut fur Aeronomie
D-3411 Katlenburg-Lindau, FRG

It has been proposed that the enhanced echoes from the atmosphere observed
with a vertically pointing radar are due to reflections from horizontally
stratified layers. The general case in which there are many closely spaced
layers at random heights has been called "Fresnel scatter", The variation of
received power with transmitter pulse length is examined for various models of
Fresnel backscatter. It is shown that for the model most often used in previous
- work, the power is proportional to the pulse-length (Ar), and not to the pulse
length squared, However, for more general models a pulse-length dependence more
complex than either (Ar) or (A)2 is found.

1. INTRODUCTION

Radar backscatter at VHF from the troposphere and stratosphere shows at
times evidence of weak partial reflections from extended horizontal
irregularities. These irregularities are at least a Fresnel zone in horizontal
extent, and fluctuate in the vertical by less than about A/8 over this
horizontal distance. Here, A is the radar wavelength. This type of reflection
is in addition to scatter due to turbulence-induced irregularities (e.g., GAGE
and GREEN, 1978; ROTIGER and LIU, 1978; ROTTGER, 1980a). GAGE et al. (1981a)
have proposed that these scatterers occur at random heights in the atmosphere,
and have then, using this simple assumption, proceeded to determine the expected
dependence of backscattered power on the radar and atmospheric parameters. GAGE
et al. (198la) will be denoted by GBG here. The model was also discussed in
GAGE and BALSLEY (1980), GREEN and GAGE (1980), GAGE et al. (1981b) and BALSLEY
and GAGE (1981). The formula which GBG produced took the form

2 2
o PtA
4A2 r2

P = [FOV).H1%(ar)? (1)

R

This formula is only relevant for the case in which the same array is used for
both transmission and reception, P, is the received power, o is the array
efficiency, P. is the peak transmitted power, A, is the array effective area,
A is the radar wavelength, r is the range of the scatterers, M is the mean
generalized refractive index gradient, and F()) is a "calibration constant"
which must be determined empirically for each radar. The term (Ar) represents
the pulse width.

Most of equation (1) is intuitively reasonable, but the (Ar)? terms
appears to be odd. In this paper, the procedures adopted in obtaining this
(Ar)? dependence will be carefully re—examined. It will be shown that there
were errors in this original formulation, and that a proper treatment leads to
a (Ar) dependence.

This paper will primarily present the arguments for and against the (Ar)?2
formula, although some mention will be made of generalizations of the Fresnel
model. A more complete discussion has been presented elsewhere (HOCKING and
ROTTGER, 1983).
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2., PHYSICAL PICTURE

A simplified view of the model presented in GBG is presented in Figure la.
We will begin by discussing this simple model, and then will generalize it to
gather complexity.

Imagine that a square pulse of duration AT is transmitted upwards into the
atmosphere, and at some time to/2 the pulse is centred at a height z; (t, is
the time for the pulse centre to go to height z and be reflected back to the
ground), Consider a vertical region of length cAT/2, centred on z,, and assume
that within this volume, there are seven reflectors, of equal reflection
coefficient but at random heights. Each reflector will reflect the pulse for a
time duration AT, and at time t, = 2z,/c (where c is the speed of the radio
waves), some part of the pulse will arrive back at the ground from each of these
7 reflectors. No signal will arrive at time t, from reflectors outside of this
region. (i.e., The received signal is a convolution between the pulse shape and
the reflection coefficient profile.) The seven reflected signals will have
approximately equal strengths, but because the reflectors have random heights,
each signal will arrive back at the ground with random phase. The resultant
signal may be described by the dark vector in the right-hand diagram of Figure
la; that is, it is the sum of 7 vectors of equal strength but random phase.
This is simply the classical two-dimensional random walk problem, as first
described by RAYLEIGH (1894). It is well known that the modulus of the
resultant vector of the two-dimensional random walk problem has a "Rayleigh
distribution", and that the mean square length of the resultant vector is
proportional to the number of contributing vectors. Thus if we double the
pulse length to AT' and the mean number of reflectors per unit height remains
the same at all heights, then we have approximately 14 reflectors in the new
length CAT'/2 in Figure la. As a result, an approximate doubling of the square
of the resultant vector can be expected when the pulse length is doubled.

Of course in the above discussion we dealt with small numbers of randomly
phased vectors, and strictly speaking the Rayleigh distribution is only relevant
for large numbers of vectors. Nevertheless, even for the cases of these small
numbers of vectors, the mean power is still proportiomal to the number of
vectors, provided that the reflectors are allowed to fluctuate vertically in
time (so that each reflected component has a uniform phase distribution between
0 and 27°), and that the mean power is calculated over a long time interval.
Naturally, however, the fluctuation in power about the true mean (relative to
the true mean) will be smaller when larger numbers of reflectors contribute,
More to the point, however, the above problem is only illustrative, and is
unlikely to properly model the real atmosphere, Therefore, let us increase the
complexity of the model. The above analysis at least gives one an intuitive
feel that the power should be proportional to the pulse length,

A more general model is represented by Figure 1b. 1In this case, many
reflectors are assumed to exist within one pulse length, but they are allowed to
have varying reflection coefficients, This situation is analogous to that
assumed in GBG. The situation is now far more complex than the classical
random~walk problem. Nevertheless, HOCKING and ROTTGER (1983) showed that by
dividing the reflectors into subsets of equal strength, it could be shown that
the resultant vector will still be proportional to the number of contributing
vectors, provided that the amplitude distribution of these vectors remains
unchanged, and their phases are genuinely random. BECKMANN (1962) has
considered the problem more rigorously and more generally, and has shown that
the vector sum of a large set of vectors { s; }, which have an arbritrary ampli-
tude distribution but random phases distributed uniformly between 0 and 25, is a
vector with a Rayleigh distribution of amplitudes, Furthermore, BECKMANN (1962)
has shown that the mean squared length of the resultant vector is proportional
to the number of contributing vectors, in line with the above discussion. These
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Figure 1. Pictorial description of reflection from a group of reflectors
distributed randomly in height., The pulse is illustrated to the left in
each figure, and the reflectors and their strengths are indicated by the
horizontal lines.

[l
Al

= N B

results are also consistent with NORTON et al. (1955).

Therefore, it may be expected that the received power is proportional to
the pulse length,

The above arguments also apply if an arbitrary form of pulse shape is used,
rather than a square pulse. Provided the pulse shape is sufficiently long that
many reflectors contribute to any signal, the picture is still similar to Figure
1b, but the amplitude of the pulse may change within the region cAT/2. This
simply weights the reflection coefficients, but the signals contributing to the
total power at any instant are still due to signals reflected from a range of
reflectors. These contributing signals are still uniformly distributed between
0 and 27 radians in phase, and the effect of the pulse is simply to modify the
amplitude distribution of the component vectors. Thus the results outlined
above still apply.

We may now make a general statement. If we have a sequence of vectors
{s.}, which have an arbitrary amplitude distribution and a uniform phase
distribution (0-2wc), and this sequence is multipled by an envelope function E,
then the vector sum of the resultant vectors {Eigi} obeys the relation

82 « W, (2)
where Wy is the width of E, defined in any manner, and S2 is the mean square
vector sum. This relation is true for any specific envelope shape, but cannot
of course be used to compare powers between different envelopes.

It should be pointed out that if one or two of the specular reflectors are
much stronger scatterers than all the others, the above statistical treatment is
no longer valid. These cases require special consideration (e.g., RICE, 1944,
1945; BECKMANN, 1962), but were not considered in the model of GBG and so will
not be considered here.

3. GBG TREATMENT

In this section, the treatment adopted by GBG will be briefly outlined,
For a more detailed treatment, the original paper could be consulted, as the
description given here will be largely qualitative. Nevertheless, the principle
is so simple that the "pictorial™ treatment given here actually describes the
model adequately.

The approach adopted by GBG goes as follows, The reflection coefficient
profile r(z) can be considered as the sum of many sinusoidal oscillations, of
varying vertical scale, and varying amplitude. For example, the curves a, b and
c in Figure 2 represent three of these. The amplitudes of these various scales
can be found simply by Fourier tramsforming r(z).
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Figure 2. Typical profiles of refractive index n(z), reflection
coefficient r(z), and 3 examples of Fourier components of r(z).

Then GBG state that the pulse is comprised of only one frequency, so only
one of these vertical scales is important —— namely, the scale with a node-to-
node distance of A/2, A being the radar wavelength (i.e., this is the Bragg
backscatter scale). The received signal amplitude at the ground is proportional
to the number of oscillations in length cAT/2. Doubling the pulse length
effectively doubles the number of oscillations of this Bragg scale, increasing
the amplitude received at the receiver by a factor of 2, and therefore the power
by a factor of 4. A generalization of this discussion clearly suggests that the
received power is proportiomal to the square of the pulse length,

4., THE ERROR IN THE GBG ARGUMENT

The argument in the previous section contains one error, and this is in the
description of the transmitted pulse. GBG stated that a pulse consists of only
one frequency, but by definition a single, pure frequency must be infinite in
extent, A pulse comprises a spectrum of Fourier components, centred on the
central frequency. As a result, a pulse comprises a range of wavelengths, and
so in the description outlined in Figure 2, a finite spectrum of Fourier scales
must produce backscatter. Siunce r(z) is a random function of height, the phases
of these contributing Fourier components are random. Each scale therefore
produces a reflected signal, and each signal arrives at the ground with
different phase. These signals have random phase, so a "random-walk" type
problem again results.

It can be seen that a proper amalysis is more complex than the simple
description given by GBG. In the following section, the pulse-length dependence
of the scattered power will be re-derived from the point of view of considera-
tion of these various scales. It will be seen that the treatment given by GBG
is inadequate, and the results of section 2 will be reinforced through this
alternative approach.

5. QUANTITATIVE TREATMENT
Suppose that the pulse field strength at time t and height z is given by
z71 g(t-z/c).expijolt-2z/c)}, (3)
where w is the carrier frequency, and g describes the pulse envelope. In this

simple description, it has been assumed that the pulse travels at a speed
c(= the speed of light in a vacuum), and absorption has been ignored.
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For simplicity, the z~1 dependence will be ignored. Let the pulse at z=0
be written as

jut 2;‘”&
g (t) e =g, (€)e =_g_p(€). (4)

The function g, defines the pulse envelope, we have allowed g, to be in general
complex, and £ = ct/2 is a length coordinate, We will consider only the case
of g, symmetric about its maximum, as this is almost always valid for real
experiments. The following results are probably true generally, independent on
this symmetry refinement, but these asymmetric cases will be ignored for
simplicity. Let us also associate a phase with r(z), where the phase is deter-
mined by the height of the reflector above the ground, z. Then r(z) can be
regarded as a complex profile, r(z)., After backscatter from the reflection
profile r(z), the signal received at time t, can be shown to be given approxi-
" mately by

,g(zo) « _z;(zo)* g_p(zo)

=]

« [ z(z) gp(zo-z)dz, (5)

-0

where z, = CTO/Z-

That is to say that the received signal is a convolution between r(z) and

g,(z) (e.g., AUSTIN et al., 1969). It is convenient to work in the spatial
domain, which is the reason that z, has been used. The value 2z, can be approxi-
mately regarded as the height from which most of the scattered signal received
at time 7o was reflected.

Now introduce the functioms A, R, and G, defined as the Fourier
transforms of the functions a, r and £p+ That is,
a(z)— A(D)
£(z) R (0)
g ()= 6(0), (6)

where £ is the reciprocal coordinate of z. (¢ plays the same role to z as
frequency does to time; the [ coordinate will be referred to as "reciprocal
space".) Then, by the convolution theorem (e.g., BRACEWELL, 1978),

A(Z) = 6(5). R(%). (7

Thus the signal strength received at the receiver can be found in the
following way. First, find r(z), and then find its Fourier tramsform R(Z).
Then find the Fourier transform of the pulse, G(z). If R and G are
multiplied, and then reverse Fourier-transformed, the signal amplitude a(z)
can be found, This description is identical to the description given in section
4, except that in this case we began by assuming a convolution in the spatial
domain, whereas in section 4 we went directly to the reciprocal space domain.
This shows that the treatment in section 2, and the discussion in sections 3 and
4, are in fact different ways of viewing the same problem. We must now complete
the analysis in the reciprocal space domain quantitatively, to show that it does
in fact produce a pulse-length dependence for power. Given that GBG chose to
work in the reciprocal~space domain, the following section gives the form of
analysis which they should have adopted.
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Since r(z) is a random functiom of height, then R(z) is a random
function of ¥, Therefore the function A(Z) is a random function with an
envelope described by 6(¢t). Schematic examples of R and G are shown in
Figure 3, where gp(z) is taken as a Gaussian function, so G is a Gaussian
function centred on z = 2/2,

In any physical experiment, it is normal to "mix" the central frequency
down to 0 Hz, and for convenience we will do this in this theoretical considera—
tion, This simply means that £ = 2/) is shifted to £ = 0. Figure 4a shows an
example of A(z) after such a shift has been performed, and this function is
denoted by A (Z). Also shown (schematically only) in Figure 4 is the
amplitude, {a|, and phase, ¢, , of a(%), which might typically result after
A (L) has been reverse Fourier transformed. WNotice that no large variations
in g_l or ¢, can occur over distances of z of less than about one pulse length
of gp{z). This is because G(¢) defines a limited frequency band of non-zero
values Ay (L), so no frequencies outside this band can occur in a(%).

In any real situation, r(z) will change as a function of time, and
therefore so will a(z). The powers |a(2){2 at any height z may be averaged
to produce a mean over some time interval T. This gives the mean power at
height z, Since r(z) is random, there is no "preferred" z value, and after
sufficient averaging, |@|2 will be a comstant, independent of z. Therefore it
is only necessary to look at onme height, and for convenience we choose z = 0,

By definition,

a(z) = [ A(g)ed?™C g¢ (8)

—C0

so for z = 0

{a)
Re {R)
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{b)
(R

{c}
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Figure 3. Schematic illustration of R(z), the Fourier transform
of the reflection coefficient profile. (a) is the real part,
(b) the imaginary component. Graph (c) shows the Fourier trans-—
form of the transmitted pulse,
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Figure 4, (a) The function A, (%) (see text), (b) Typical amplitude
and phase which might be recorded at any instant after reflection
from the atmosphere, as a function of height, =z.
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a(0) = [ A (D)de. (9)

In other words, a(0) can be regarded as the "complex area" under A (L),
If we take di = AT as a sufficiently small constant,

N N
lato)] = |az nzl A G| = |8 nzl G ORE)HD (10)

This amounts to simply vectorially summing a set of vectors {AzAqi}. It is
clear that we are confronted with a very similar problem to that in section 2 --
namely, we have a random sequence of vectors {A¢R(zi)}, which we multiply by
some envelope G(Zi), and then we add to produce resultant. We wish to know

how the modulus of the vector sum varies as we change the envelope width. The
only difference compared to section 2 is that here the vectors are functions of
reciprocal space, whilst in section 2 we were dealing with vectors which were
functions of z. Clearly, then, the results in section 2 apply, and we see that
if we hold the peak amplitude of G(;) fixed, and define the "width" of G(g)

as W, then the vector a{0) obeys the relation (2): i.e.,

2©))% « W an

The width W may be defined in any way (e.g., half-power width, e™! width, etc),
provided the definition is invariant for the chosen function,

Equation (10) deals with the width of G(Z). It is now necessary to
determine how changing the width of the Tx pulse gp(z) affects G(g). Two
results from Fourier transform theory are first necessarily. Firstly, the width
of gp is inversely related to the width of G: 1i.e.,

-1
wgp « w o (12)

and secondly,
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£0) = f s(naz. (13)

-0

(conversely, G(0) = f‘gp(z) dz).

We are now in a position to examine the pulse-length dependence of the
received power, As seen in equation (10), we have the following “random-walk"
problem. We have a sequence of random vector {A;R(ci)}, and we multiply them
by an envelope {G (z;)}. We know that the transmitted pulse g (z) may change
in width but must maintain constant peak amplitude g, (0). Changing the width
of gp(z) affects both the width and peak value of G(z). The width of G(r) is
inversely proportional to the width of g _(z) (by (12)). This fact, together
with (13), means that the peak value of B(C) must be proportional to the width
of gp(z) when gp(0) is held fixed. Thus both the width and peak value of G(Z)
change, If we consider the rescaling of the function G(z) and keep its width
constant for now, we see that this simply increases all the vectors
fALR(zi) G(z;) } by a factor proportional to Wgpe This must therefore rescale
the total power by Wgp? times. Now, we must only consider the effect of
changing the width of the function G(y). Equation (2) can be applied here, so
it is clear that changing the width of G changes the power proportionally to Wg.

Combining the above effects, we have
—1 2
|20 °=w_*w Qs
gp G
for the case of unchanging pulse peak power, and using (12),

2
ja(2)|2 = W, (15)
—_— e
(We have already shown that |a(z)| = }a(ﬂ)iz for all z),

This proves that the mean square received power is indeed proportional to the
pulse width, even when viewed from the inverse space domain.

6. COMPUTER SIMULATION AND GENERALIZATION OF ASSUMPTION

Computer tests have been done to test equation (1), since that equation is
crucial to all the arguments presented here. A Monte Carlo approach was adopted
(e.g., SCHREIDER, 1967). The details of these tests will not be given here. It
is suffice to say that equation (2) was completely verified by these numerical
simulations.

This Monte Carlo approach also allowed a generalization of the assumptions
made by GBG. 1In the troposphere the mean reflectivity decreases approximately
exponentially with height (e.g., BALSLEY and GAGE, 1981). Therefore the
situation of a pulse incident on such a reflectivity structure has been
investigated. In such circumstances, varying the pulse width will vary the form
of the amplitude distribution of the reflected signals, and so the pulse-length
dependence for scattered power is no longer simply proportiomal to (Ar). The
details of this simulation can be found in HOCKING and ROTTGER, (1983), but the
results are summarized here with Figure 5. Suppose that the RMS reflectivity as
a function of height is <r2(z)>1/2, and that <r2(z)>!/2/z takes the form
exp(-z/H). Suppose that a Gaussian pulse of half-power full width h is trans-
mitted., Then the received backscattered power is a function of h/H, and follows
the form indicated in Figure 5, Clearly for h > 0.5 x H, the power is no
longer simply proportional to the pulse width.

7. DISCUSSION

In any experiment to test the pulse-length dependence of backscattered
power, various precautions are necessary, or else misleading results can ensue.



132

S e
> 7
/
= S Vs
@ s
-4
s/
I /,
Y "
2| /4
a ‘4
1}
0 1 ] i i 1 ]
00 05 10 15
hiH

Figure 5. Plot of received power as a function of the ratio of the
pulse width to the scale height of the reflection strengths, for
the case of an exponential decay in reflection strength with height.

Firstly, it is important that the receiver has sufficient frequency band~
width to accommodate the pulse. For example, imagine the situation of trans-
mitting a Gaussian pulse, and using a receiver matched to the pulse. (This is
normally done, in order to optimize the signal-to-noise ratio.) If the trans~
mitted pulse g,(z) is now made narrower, the peak value of G(z) falls
proportionally., But if the receiver bandwidth is not widened to accommodate
the wider range of frequencies, then equation (14) becomes

120 |2 = [W(gp)?1. 1, (16)

and the received power appears to be proportional to the square of the pulse
width, In fact, in any real investigations of this reflecting process, the
effective pulse is not simply the transmitted pulse but rather that pulse
convolved with the impulse response of the receiver. This last point is
important, and care must be taken in performing receiver matching. The receiver
bandwidth must not be just equal to the bandwidth of the Fourier transform of
the pulse, but considerably wider. For example, suppose that the transmitted
pulse is described by g(t), and the Fourier transform of g(t) is G(w), w being
the angular frequency. Let the receiver response be also G(w) ~- then the
effective transmitted pulse is not g(t), but rather g(t)¥*g(t) =- or a function
roughly v2 times wider than the transmitted pulse. The receiver response
should be flat over all non-zero values of G(®) in order that the effective
pulse is the same as the transmitted pulse. :

Secondly, if the receiver is matched to the transmitted pulse on all
occasions, it is interesting to look at the signal-to-noise ratio., Doubling the
pulse width doubles the received power -- but if the noise is constant as a
function of frequency over the bandwidth of the receiver, and the receiver band
width is halved, to match the transmitter, then the received noise power also
decreases by a factor of 2. For the case of VHF radars, the main noise is
cosmic noise, and this can be regarded as constant over the band width of most
VHF systems, Thus the signal-to-noise ratio is proportional to the square of
the pulse length. It is important in any experimental test of the preceding
theory to measure absolute power, and not signal-to~noise ratios.
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HOCKING and ROTTGER (1983) presented a preliminary test of the above
theory, using experimental data from the SOUSY radar. These results are
summarized in Figures 6a-c., Figure 6a shows the experimentally observed power
profile for a 150 m pulse after averaging over a period of 50 min. Figure 6b
shows the profile which would have been observed had a pulse of length 1.5 km
been used, with peak power equal to that of the 150 m pulse. A factor
(1500/150) has been removed from this figure for ease of comparisons. This
profile 6b was produced by computer manipulations; the details are discussed in

HOCKING and ROTTGER (1983).
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Figure 6. (a) Mean power as a function of height, recorded with the

SOUSY radar on 6 March 1981. The noise has not been subtracted;
the noise level was about 5~8 dB. (b) The resulting profile which
would have resulted from using a pulse with a coarser resolution.



134

Figure 6c¢c shows a comparison of the 2 profiles —- and it can be seen that
they are in approximate agreement, now that the factor (1500/150) (i.e,, the
ratio of the pulse resolutions) has been removed from the low resolution pro-
file., This is support for an approximately (Ar) power dependence. However, a
great many more experimental results are necessary to properly test the theory.
Also, agreement is not perfect in Figure 6c¢c; this is discussed further in
HOCKING and ROTTGER (1983). ‘

Figure 6d shows the power as a function of height and time during this
recording interval, after the mean power profile for the period has been
removed., Notice the existence of certain stable, well-defined echoes. These
are not consistent with the "Fresnel Scatter" model of GBG, and their existence
must be borme in mind., This point is discussed further in HOCKING and ROTTGER
(1983), The Fresnel scatter model may have relevance to the atmosphere, but it
is not always applicable.
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Figure 6. (c) A composite of (a) and (b). The solid line shows
Figure 6(a) taken at steps of 1500 m. (d) Details of the echo
strengths as a function of time during the period used to form
the mean profile 6(a). Darker spots indicate greater intensity.
The mean profile over the period has been subtracted, so these
plots are "residual signal strengths".



135

CONCLUS ION

The Fresnel scatter model by GAGE et al. (198la) has been critically
examined. It has been found that equation (1) is in error, and the (Ar)¢ part
should simply read (Ar). Appropriate adjustment of F(A) is also necessary.

In the more general case of an exponential decay of <r(z)2>1/2/z with
height, a more complex proportionality results, and this has been illustrated
with a numerical Monte Carlo approach.
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2.6K JICAMARCA MESOSPHERIC OBSERVATIONS
0. Royrvik

Department of Electrical Engineering
University of Illinois
Urbana, IL 61801

In explaining the scattering of VHF radar signals from the mesosphere
there are two observational facts that must be accounted for. These are:
1) the aspect sensitivity of the scattered signal and that this aspect sensi-
tivity is largest in the lower part of the mesosphere; and 2) the correlation
between the scattered power and the signal correlation time. This correlation
tends to be positive in the lower part of the mesosphere, but changes to nega-
tive in the upper part of the mesosphere,

This behavior is similar to that of the scattering from the troposphere/
stratosphere region, and it has been suggested that the scattering mechanisms
are similar in these three regions. In particular, it has been suggested that
a mixture of scattering from isotropic irregularities and partial reflection
from stratified layers could explain the observed characteristics of radar sig-
nal returns from the mesosphere.

Several different experiments have been performed at the Jicamarca radar
in Peru, They all show strong indications of aspect sensitivity and changing
correlation between scattered power and correlation time, The results from two
of these experiments will be considered here,

If as suggested, the aspect dependence of scattered power and signal cor-
relation time is due to a mixture of scattering from isotropic irregularities
and reflections from stratified layers, one would expect to see a clear differ-
ence in the signal spectra in the vertical and off-vertical antennas. Perhaps
a near Gaussian distribution of scattered power in the off-vertical antenna
representing the turbulent scatter, and a superposition of the same Gaussian
and one or more discrete peaks in the vertical antenna, representing both the
scattered and the reflected component of the received signal. As can be seen
from the two examples in Figure 2, the spectra in the two antennas are very
similar and there is no hint of a reflecting layer in the vertical antenna.
Nevertheless, there is a substantial aspect sensitivity where the scattered
power in the vertical antenna is about 50% larger than that of the off-vertical
antenna. There is also a slight tendency for the correlation time in the
vertical antenna to be larger than that in the off-vertical antenna, as one
would expect from the correlation times in Figure 1. We tentatively conclude
from these data that there is no indication of stratified reflecting layers
unless these layers are modulated in space and time to a degree that they
cannot be distinguished from turbulence in any other way than that they cause
somewhat aspect sensitive scattering.

An interferometer technique can be used to study small-scale horizomtal
variation in the amount and Doppler shift of the scattered signal. Data were
obtained during the spaced antenna drifts experiment run on October 17, 1981
(ROYRVIK, 1983). By forming the cross spectra between sets of two antenna sec-
tions we can determine the principal direction to the scattering volume with a
certain Doppler shift. Direction differences transform into horizontal dis-
tances at a certain altitude range.

In Figure 3 frequency spectra are presented for five altitudes having sub-
stantial scattered power, The phase of the frequency component has been plot~
ted only for those frequencies with substantial power in order to reduce clut-
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Figure 1. Signal correlation time for June 12, 1980 for vertical and
west antenna sections.

ter in the figures., Tt can be seen from the figure that there is a tendemcy
for the direction of the scattered signal to change systematically with
changing frequency for all altitudes except 70 km. From closer study of the
data it appears that the tenmdency at the higher altitudes is quite clear in
aligning these variations in the east-west direction, whereas at 67 km the
direction of alignment appears more random. Also the occurrence of these phase
changes is limited to short (1-3 min) intermittent time periods. One might
suspect these observations to be the result of beam width broadening due to the
differential line-of-sight velocity component of the horizontal velocity.
However, this differential velocity is negligible in an antenna beam of only 1°
beam width. In the present case where the horizontal velocity is shown to be
about 10 m/s (ROYRVIK, 1983) the broadening of the spectra will be about 0.03
Hz, or only a couple of percent Doppler broadening. Also the phase shift that
would result from the observed wind field (ROYRVIK, 1983) is opposite to the
phase shift actually observed. The most likely explanation appears to be omne
where individual peaks in the frequency spectra represent individual
scattering cells with large~scale organized motions. For example, a turbulent
cell caused by wind shear would have a large-scale rotating motion
corresponding to the outer scale of turbulence. In the simple case where only
one cell is present within the antenna beam, one would expect to observe
different Doppler shifts in different directions as the one seen at 79 km in
Figure 3. From the examples in Figure 3, and other examples, it is estimated
that typical horizontal dimensions of these scattering cells are from 200 to
600 meters, with a few occasions where there are indications of even larger
horizontal dimensions., At about 67 km the horizontal dimension seems to be
somewhat smaller, but still in the range of hundreds. of meters. Also the
rotational velocity is smaller at lower altitudes resulting in narrower
spectra. Most of the irregularities that show a directional dependencé of

the spectra indicate positive Doppler shift to the east and negative Doppler
shift to the west., This is consistent with a rotating cell of irregularities
resulting from a wind shear where higher westward wind velocities occcur at
higher altitudes. Seen by the radar, only the vertical velocities will show up
in the spectra and one would expect the most p031t1ve Doppler shift to be to
the east (Figure 4).
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DISCUSSION

A substantial amount of effort has gone into the study of the mechanism
scattering HF and VHF radio waves from the mesosphere between 60 and 90 km al-
though the question is far from settled. Stratified layers have been suggested
as a source for that part of the scattered signal that is aspect sensitive. It
has also generally been taken for granted that turbulence-induced
irregularities ‘in the refractive index are both isotropic and homogeneous, and
thus accounts for that part of the scattered power that is not aspect
sensitive, It cannot be concluded from these data that no stratified layers
give rise to reflection from the mesosphere, but if stably stratified layers
exist, they are not stable and stratified enough to be easily distinguished
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from turbulence scatter occurring in the same range gates. It is also
difficult to believe that a stratified layer could form and survive for any
length of time; and it surely must take some time to form in the presence of
shear induced turbulence.

Also, in the lower part of the mesosphere around 60 km, the temperature
profile is such that the atmosphere is close to being convectively unstable,
whereas at altitudes above 60 km it becomes more and more stable with in-
creasing altitude throughout the mesosphere, It thus seems strange to suggest
that stable stratified layers should form in the lower, but not in the upper,
part of the mesosphere.

It seems more likely that the turbulence is anisotropic with larger hori-
zontal than vertical dimensions. Such anisotropic irregularities have been re-
ported in boundary layers observations (STEWART, 1969; MESTAYER et al., 1976
and GIBSON et al., 1977) which show anistropy in both temperature and velocity
variations. To the degree that temperature is a scalar tracer in these experi-
ments, and that the condition in surface boundary layers and jets apply to the
situation of shear layers in the mesosphere, it is of interest to study these
results further.

Clearly from these evidences it is not satisfactory to consider the turbu-
lence in the mesosphere as isotropic, homogeneous and time statiomary. It
seems much more appropriate to discuss the scattering from the viewpoint of
generation and decay of Kelvin-Helmholtz instabilities as presented by WOODS
(1969); PELTIER et al. (1978); SYRES and LEWELLEN (1982) and other.

It seems reasonable to interpret the rotating cells as Kelvin-Helwholtz
vortexes in the process of being "rolled~up”. Given a typical observed value
for the horizontal dimension of a K-H billow in the mesosphere of 300 m and
assuming a Richardson number of 0.2 we find from comparison with the computer

results of SYKES and LEWELLEN (1982) that the billow layer should be about
100-200 m thick,

It is also seen from the computer model study that irregularities are gen~
erated not only in the K-H billows, but also in the braids that connect the
billows, and in a broader turbulent region resulting from the horizontal
spreading and collapse of the billows. The large-scale irregularities are
nearly horizontally stratified. It may be assumed that the mean shear that
causes the large-scale anisotropy alsc causes anisotropy in the small-scale
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irregularities responsible for the scattering of the 50-MHz radio waves.
Although this does not necessarily follow from the computer study of SYKES and
LEWELLEN (1982), strong experimental evidence for this anisotropy exists.

It appears that there should be no problem in explaining the aspect sensi~
tivity of scattered radio signals as resulting from anisotropic turbulence at
the scale of 3 meters, It does become a problem, however, to explain why this
aspect sensitivity is substantial at 60-70 km, but decreases to almost zero at
higher altitudes. Perhaps it is a result of changing turbulent conditions re-
sulting from a change in the mean temperature gradient and/or a change in the
viscosity of the atmosphere.

There remains the problem of positive correlation between scattered power
and signal correlation time below 70 km and the change to a negative cor~
relation above this altitude., The negative correlation is generally believed
to be related to isotropic turbulence following the Kolmogorof model., The
explanation for the positive correlation may be found in the spatial and
temporal differences in the distribution of turbulent kinetic energy affecting
the correlation time, and the distribution of electrom—-density variationms
representing scattered power. Comparing Figures 2 and 10 of SYKES and LEWELLEN
(1982) it is seen that the strongest scatter ought to occur in the remmants of
the braids, a region that has little turbulent kinetic energy. Omn the other
hand, somewhat less scattering will occur at the periphery of the K-H billows,
in a region where there is quite strong turbulent velocity fluctuations. ‘Since
the time scale of this development is on the order of 10 minutes, it is
reasonable that the positive correlation between scattered power and signal
correlation time should be observed when the integration period is on the order
of one minute. Furthermore, it appears from the correlation between aspect
sensitivity and correlation time that the largest anisotropy of the scattering
irregularities ought to occur in the braids and not in the billows, Again, the
question to be answered is, why does the scattering change from being dominated
by the large-scale K-H instabilities at altitudes below 75 km to be almost
homogeneous and isotropic above this altitude. One possible answer is that
both the inper and outer scale of turbulence increases with increasing height,
bringing the scattering wavelength further and further away from the
horizontally stratified region at the outer scale, and close to what may be an
isotropic region at the inner scale of turbulence.

On the other hand, if it is assumed that the received signal results from
a mixture of scattering and partial reflection, one must conclude that the am-
plitude of the reflected signal varies more than that of the scattered signal,
in order to explain the positive correlation between scattered power and signal
correlation time. This can be proven mathematically, however, two short exam-
ples are more instructive,

First assume a constant reflecting layer with correlation time of say 1
min, Add a continuously increasing amount of scattered signal with 1 s
correlation time, It is clear that as the amount of scattered signal, and thus
_total signal, increases the total signal correlation time will decrease, This
will give a negative correlation between scattered power and signal correlation
time.

Secondly, assume a comstant amount of scattered power with correlation
time ot 1 s, Add a continuously increasing amount of reflected signal with
1 min correlation time, As the reflected signal and the total signal increase
the signal correlation time will increase from 1 8 to 1 min. This gives a
positive correlation between the signal power, and the signal correlation time,

This larger variation in reflecting layers than in scattering turbulence
may be hard to explain.
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It is concluded that there is mo strong evidence for a mixture of
scattered and reflected signals from the mesosphere. Anisotropic turbulent
scdtter appears-to be a more likely explanatiom.
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2.6 ORIGIN OF REFRACTIVE INDEX FLUCTUATIONS IN THE MESOSPHERE
AS OPPOSED TO THE STRATOSPHERE AND TROPOSPHERE

J. Rottger

EISCAT Scientific Association
P.0. Box 705
$~981 27 Kiruna
Sweden

Mesospheric echoes are strongly influenced by the electron-density profile
of the ionospheric D region (e.g. ECKLUND and BALSLEY, 1981). These echoes
therefore are only observed during daylight hours or high-energy particle pre—
cipitation., The turbulence occurs in layers, which often confines the radar
echoes to rather thin regions of several 100 m vertical extent, although layers
as thick as several kilometers were also obeserved., However, it never was found
with high~resolution radars that evaluable echoes were observed through the en-
tire altitude region of the mesosphere for the given power aperture product
5.107W m*, Additionally, the echoes indicate quite some temporal variation,

To illustrate the evident temporal and spatial variation, a contour plot
of signal strength is presented in Figure 1 (from ROTTGER et al., 1983). 1In
the mesosphere four separated regions of turbulence scatter were detected after
1200 AST between 65 and 78 km altitude., At 1215 AST a noise burst was observ-
ed, followed by an abrupt increase of signal strength of turbulence scatter.,
The noise burst was due to enhanced solar radio emission during an H  solar
flare, The enhanced noise level must have been picked up through an antenna
sidelobe pointing to the sun, The simultaneously increased flux of UV and
X-ray radiation also resulted in an enhancement of the D~region electron dengi-
ty which caused sudden increase of turbulence scatter strength by some ten dB.
Simultaneous incoherent—scatter observations with the 430-MHz radar showed an
increase of the mean D-region electron density by a factor of 5-8 (persomal
communication from J. Mathews and M, Sulzer, 1981). However, even the abnor~
mally high electron density still did not yield a continuous power profile of
turbulence scatter, The reason is that the mesosphere was not totally turbu-
lent, but the turbulence was confined to intermittent layers. In Figure 2
height profiles of average power measured before and after the solar flare are
shown as well as the power difference Py-P in dB. It is well recognized that
the power scattered due to mesospheric turgulence had increased by up to one
order of magnitude. These observations show that a sudden increase or even
moderate variation of signal strength of mesospheric VHF radar echoes cannot at
2ll be attributed to an increase of turbulence strength, but rather an
enhancement ot electron density or electron~dengity gradient,
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2.6C SOLAR CONTROL OF WINTER MESOSPHERIC ECHO OCCURRENCE AT POKER FLAT, ALASKA
W. L. Ecklund and B. B. Balsley

National Oceanic and Atmospheric Administration
Boulder, CO 80303

Winter mesospheric echoes are observed between about 55 and 80 km at Poker
Flat when auroral absorption is present during daylight hours (ECKLUND and
BALSLEY, 1981), Relatively steady auroral absorption during sunrise and sunset
periods causes a distinct onset and decay signature in mesospheric echo occur—
rence, Figure ! (from ECKLUND and BALSLEY, 1981) shows the echo omset and dis-
appearance times versus height by the inclined lines for 4 different dates,
The more vertical lines give the visible sunlight height/time curves for both
smrise (SR) and sunset (58). The data in Figure 1 have been combined and
replotted in Figure 2 to give the morning onset height and the afternoon disap~
pearance height as a function of solar zenith angle. Echoes are not obsgerved
af. the lowest heights in the morning until the solar zenith angle is less tham
90°. The afternoon echoes at the lowest heights also start to disappear as
spon as the solar zenith angle exceeds 90°, implying that the solar component
which sustains the mesospheric echo (presumably by enhancing electron density)
is screened by a layer extending up to about 60 km., The morning echo at 73 km
onsets near the time of visible sunrise, but in the afternoon the 73-km echo
lasts well past visible sunset,
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2.6D NIGHTTIME MESOSPHERIC RETURNS ASSOCIATED WITH
A LARGE SOLAR FLARE EVENT

S. A. Bowhill

Aeronomy Laboratory. Department of Electrical Engineering
University of Illinois
Urbana, IL 61801

Since the source of mesospheric returns in MST radar is the formation of
irregularities in electron concentration in the D region, radar measurements
from the mesosphere are not available at night. However, magnetic storms as—
sociated with large flares can give D-region ionization, Special measurements
were made at night during April 1982, to evaluate the nature of mesospheric re-
turns obtained under storm conditions.

A sudden commencement was reported from Boulder at 2016 UT om April 24,
1982, followed by a magnetic storm through to 1500 UT on April 25 (i.e., 1416
CST April 24 to 0900 CST April 25). The Urbana MST radar therefore made
measurements during the night of April 24-25,

Under normal circumstances, no scattered power is seen apart from sporadic
meteor returns. However, on the night in question echoes were seen as indicat-
ed in Table 1. 1In this table, five periods of time are tabulated varying in
length from 20 min to 60 min, at which scattered power was observed above the
noise level. The 3-hr values of Kp corresponding to the five periods are also
given, as is the mean power over noise observed.

Table 1
Times (CST) Altitudes (km) Mean Power (dB) Mean 3-hour Kp
1930 - 2010 84 - 87 1 4
2245 -~ 2320 78 - 82.5 6 6
0005 - 0025 81 - 82.5 2 7-
0030 - 0130 78 - 82.5 10 7~
- 0300 78 - 79.5 2 7-

0215

The nature of the data is illustrated by Figures 1 and 2, which show the
variation of scattered power during the night at intervals of 1.5 km. Compar—
ing these with Figure 3., a record from the previous day, reveals that the scat—
tered powers at 78-81 km were comparable with those observed during the day,
indicating that a similar ionization density was present, of several thousand
cm The velocity data (Figure 4) for the night period show the presence of
normal gravity-wave activity in the height range from which scattered power is
returned.

There is a curious difference between the appearance of the day and night
data. The peak power levels are approximately the same in both cases; but
whereas the night data come from an essentially zero background, the day data
arise from g substantial level of background scatter. Assuming that there is
no statistical difference between incidences of turbulence by day and by night,
this implies that the periods indicated in Table 1 are the only times at which
any substantial particle precipitation was taking place; and that the conse-
quent ionization was confined to the height region shown. It is possible, of
course, that ionization at lower altitudes is being produced, but that the
electrons form negative ions and therefore become invisible to the radar.
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Figure 1. Logarithmic plot of scattered power on April 24-25, 1982,
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Figure 2. Logarithmic plot of scattered power on April 25, 1982.
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Figure 4, Line-of-sight velocities (m/s) for April 24-25, 1982,

It appears that careful use of the MST radar technique may aid in deter—
mining the altitude at which nighttime magnetic storm ionization is produced,
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3. TECHNIQUES FOR MEASUREMENTS OF HORIZONTAL AND VERTICAL VELOCITIES
(Keynote Paper)

J. Rottger

EISCAT Scientific Association
$-981 27 Kiruna, Sweden

Techniques to measure velocities with radars make use of spectrum analysis
or correlation methods, either in the time or in the space domain., The auto-
correlation function of a coherently detected radar echo signal E(t) is
c(1) = <E(t) E*(t + 1)>. The power spectrum of the signal is
F(w) = = [ C(t) exp(-iwt) dr. Here: t = time, w = angular frequency, T =

i 4 .
temporal displacement, and * denotes complex conjugate.

The three first moments mg, mj, m) of the spectrum yield the essential
parameters of the radio echo, namely the power P, the Doppler offset of the
spectrum wy and the spectral width W These are

P=u = [F do,

m
= L o =
wy = Eg with m, = [ wF(w) dw,

m m
’2 1.2 2
w, = ™ - (mo) with m, = Ju F(w) du,

Since F(w) and C(r) are related through Fourier transformation, the three

moments can also be deduced directly from the autocorrelation function (WOODMAN
and GUILLEN, 1974), yielding

P= C(To), (TO = O)

Y- ¢(Tl)
d Tl

1/2
Y = 2 (1 - A('rl)/A(TO))

2
Ty

where A (1) is the amplitude and ¢(t) is the phase of the autocorrelation
function

C(1) = A(1) exp(ig¢(1)).

The power is proportiomal to the intensity of the refractive index fluctuations
and/or the reflection coefficient.

The Doppler shift wg = k' + ¥; the vector k' = k; - k; defines
the "mirror direction" for the direction of incidence (k.) and scattering
(k;), see Figure 1. The angle ¢ is the scattering angle. We find
4%
by ., 2%
'=_ B —
('] 5 8ing/2 o
where ) is the radar wavelength. For backscatter, ¢ = 180°, and A" = A/2;
A' is the Bragg wavelength, which the the important spatial scale in the
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Figure 1. Scattering/reflection geometry.

scattering medium governing the radar echo intemsity. For reflection, k' has
to be perpendicular to the vector normal to the reflecting surface.

The bulk velocity of the scattering/reflecting target is V = (u,v,w).
Measuring wy for different subsets of k', allows to determine Y. The
spectral width

2 <Av2> L)

0
s C

. . . . 1/2 .
is proportional to the rms velocity fluctuations <Av2> / of or in the radar
target. W, is the angular frequency of the radar and C the speed of light.

Great care has to be taken to actually extract only the wanted atmospheric
signal component from the correlation functions or the spectra. Contaminations
occur due to noise (cosmic, receiver or interference) or clutter (ground,
seasurface, ships, cars, aircraft or satellites), each having different
characteristics. Also antenna sidelobes may pick up unwanted signals from other
parts of the atmosphere. These problems are treated under another topic.

There are bagically two methods to measure velocities, One method uses a
narrow radar beam pointed into various directions to measure the 3~dimensional
velocity vector Y. Another method uses three or more spaced antennas and the
received signals are cross—correlated to determine the offset of the cross-
correlation functions yielding the horizontal velocity component. The complex
cross—correlation function is

t(ght) = <Ep(z,t) « Ep¥(z + ', t + 1)

where k and 1 denote the different antennas and T and r' denote the temporal
and spatial displacements, Knowing the spatial displacements (i.e. the antenna
separations), and measuring the temporal displacements of the cross—correlation
functions allows to determine the drift speed of the field pattern om the
ground, which is given by the drift speed of the scattering/reflecting radar
targets, This method is the so-called “spaced antenna drift" method, whereas
the former is called "Doppler method". It was shown by BRIGGS (1980) that both
these methods are basically the same.
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In Figure 2 both methods are compared schematically. Turbulence structures
in the atmosphere scatter and reflect radar signals transmitted by a transmitter
TX. Structures drifting through the antenna beam cause a drifting field pattern
on the ground. The drift velocity is determined by the full correlation
analysis (e.g., BRIGGS, 1977; ROTTGER, 1981). In the Doppler method the radial
velocities from at least three pointing directions of the radar beam are
measured, Under the assumption that the turbulence structures are advected with
the background wind (Taylor hypothesis), the velocities deduced with these two
methods correspond to the wind velocity.

Since these techniques have been used intensively at various places for
many years, they will not be described in detail. We rather will briefly
discuss some peculiarities, capabilities and limitationms,

MONOSTATIC VERSUS BISTATIC OPERATION

Bistatic operations employ separate antennas for transmission and
reception, and these are separated by a distance comparable to the distance to
the radar target (viz. scatter volume or reflecting structure), The height
resolution is achieved by the intersection of the two beams and can be improved
by applying pulse coding with short baud lengths, If the beams are matched, the
echo power varies inversely as the distance of the scatter volume from the
receiving antenna, instead of inversely as the square of the distance in the
monostatic case., The signal-to-noise ratio does not depend on the gain of the
transmitting antenna. It is proportional to the effective aperture of the
receiving antenna if the horizontal width of the receiver beam at the scatter
volume is larger than the width of the transmitter beam. The ideal dimensions
of the two antennas are those where the two beams match. Any further improve-
ment in gain of either antenna improves the resolution but not the signal-to-
noise ratio,

Because of the change of the Bragg wavelength with incidence angle, the

spatial scales to which bistatic forward scatter radars are sensitive are larger
than for monostatic or bistatic backscatter radars, The forward scatter cross

SPACED~ANT ENNA
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RX X R;(
~4{ 3 RX-anternas, coherent detection 3 beam directions, coh t d
CROSSCORRELATION ANALYSIS AUTOCORRELATION, SPECTRAL ARALYSIS
. f . il
horizontal drift velacity Vg ' rodial velocitias V'
vertical velocity W'

>1$P£CTRAL ANALYSISJ ‘ horizontal velocity {UV),  vertical velocity W ]

Figure 2. Scheme of spaced antenna and Doppler methods.
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section mostly is larger than the backscatter cross section which significantly
improves the detection capability. This on the other hand needs the scattering
angle ¢ to be almost exactly 180°. This mostly is only the case if the target
or scattering volume lies half the way along the line joining the transmitter
and receiver. As a consequence, only vertical velocities can be measured.

The total velocity vector can be measured only with maintaining three
receiving stations. A disadvantage of a bi~ or multistatic system is further
that it only observes one height at a time, although this limitation can partly
be offset by antenna beam scanning or by using multi-beam receiving antenpas.

SPACED ANTENNA MEASUREMENTS

Spaced antenpa measuremente of wind velocities in the troposphere and
stratosphere until today were carried out only with the SOUSY-VHF-Radar. These
were discussed in detail in earlier papers (e.g., ROTTGER, 1981), but still
questions existed on the accuracy of these measurements., Traditional calibra-—
tion standards to prove the validity of radar wind measurements were always
radiosonde winds. These comparisons obviously have to take into account that
the winds decorrelate with distance between the sensors. but even comparisons of
very close-by measurements did not yield exact equality, neither with the
Doppler nor with the spaced antenna method. FUKAO et al. (1982) have shown that
most of the difference between radar and radiosonde data in the lower strato-
sphere is caused by errors of the radiosonde winds, while the spatial and
temporal variations in the wind field seem to dominate the difference in the
upper troposphere. We now also take into account that the winds are modulated
by propagating synoptic-scale disturbances, and calculate cross-correlation
functions for radar/radiosonde and radiosonde/radiosonde data to show that
very reasonable agreement exists.

A first example of winds at levels close to the tropopause height is shown
in Figure 3. The radiosonde Essen is 250 km west and radiosonde Berlin 220 km
east of the radar. The periodical oscillation of the meridional wind component
v, seen in all three data series, is caused by planetary waves (synoptic-—scale
disturbances) with periods of 3-4 days, propagating from west to east.

It is evident that the radar time series is delayed with respect to the
western radiosonde and advanced with respect to the eastern radiosonde station,
The cross—correlation functioms ¢, in Figure & are significantly similar in
maximum amplitude for all three data sets, which proves the validity of the
spaced antenna radar winds, Whereas Figure 3 shows winds in the lower strato-
sphere (having a fairly broad autocorrelation functionm, i.e., high persistency),
Figure 5 shows winds of the upper troposphere which have a much lower
persistency (i.e., narrower autocorrelation function), Even here the radiosonde
and radar wind cross—correlations are similar, of course the correlation between
the radar and the closest radiosonde (2-4) is almost 1. The similarity of wind
directions is even more convincing.

One may use these results as final evidence for the equality of both
methods ~~ the radiosonde and the spaced antenna radar. It has to be noted also
that the radar winds can easily be measured in a continuous series, which is far
more difficult and very impractical with radiosondes. The radar winds of Figure
5 were measured every hour during a four-minute period only, and one may accept
this value as sufficient for obtaining a very reliable wind velocity estimate.

RADAR INTERFEROMETER
The spaced antenna system that measures the quadrature components of a

signal at different locations can be used as a simple form of a multielement
or grating interferometer., Assume an array of N antenna modules at an equal



154

- R5-ESSEN
- RS-BERLIN
-30 o0 uTC ==S0USY YHFR z=12km 4
1 1 i 1 i 1 L 1 1 1 1
& 5 6 7T 8 9 10 11 12 13 14 SEPW80
Figure 3. Meridional wind component v, measured over the period

4~-15 September 1980 with radiosonde Essen, radiosonde Berlin
and spaced antenna method with the SOUSY VHF radar.

spacing d to be lined up in the east~west direction. If each module with
individual pattern E,(¢,9) is fed with equal amplitude and phase the far field
of this array is

N

E_= I E(9,6)

z - ol1 Eo exp(i (n - 1)y)

with

¢ = 2w d/)A cos ¢ sind i= (—1)1/z

where ¢ is the zenith angle and A is the wavelength. The azimuth angle 6 is

90° only if the pattern in the east—west plane is considered. If the center of
the array is chosen as phase reference, the array pattern in the east-west plane
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Figure 4. Auto- and cross-correlation functions for time series of

wind velocity measurements with radiosondes:
Hannover, 3 = Berlin, and 4 = spaced antenna radar (SOUSY near

Lindau).

1 = Essen, 2
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Figure 5. Wind speed U and direction o measured with the spaced
antenna VHF radar method and the radiosonde of Hannover (RS-HAN).

becomes

0 sin(y/2)

By reciprocity the array pattern is identical when the array is either used as a
transmitting or receiving antenna.

ER

In radar investigations an antenna with pattern E.(9) can be used for
transmigssion and a grating interferometer with pattern Ep(¢) for reception.
The effective pattern ib

E(6) = Eg(9) « E (9)

The transmitter antenna with half power beam width ¢Th is assumed to point into
zenith direction (¢ = 0°). The interferometer beam with half power beam width
¢Rh can be steered within the transmitter beam by changing the phase shift y
between the receiving modules. This acts like swinging the radar beam to
different elevation angles and can be used to measure the aspect sensitivity,
the tilt of reflecting or scattering layers and also the velocity. Since any
phase shift { can be inserted to recorded data during the evaluation process,

the interferometer method appears to be more flexible than steering the antenna
beam during transmission.

It has to be assured by appropriate spacing of the modules that only the
main lobe of the interferometer is in the transmitter beam., This means that the
spacing ¢p8 = arcsin A/d (with d > )) of the grating lobe from the main lobe has
to be larger tham ¢;". This yields

sin ¢Th < %
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To obtain a reasonable angle resolution, ¢Rh should be equal to or smaller than
¢-P'.  Since $p" = 57.3° A/Nd, the extent of the whole array in wavelengths
should be
o
L= N 57.3
A h
¢T
In Figure 6 an example is shown of an interferometer pattern which could be
obtained for the spaced antenna set~up of the SOUSY~VHF-Radar (e.g., ROTIGER,
1981), This example also takes into account an angular dependence or aspect
sensitivity A of diffuse reflecting structures with about 2 dB per degree
decrease of received signal power. The phasing between the antenna modules was
optimized to obtain a best suppression of the grating lobe. Because only three
receiving modules were used, a better suppression than 5 dB was not obtained and
the interferometer set-off was 1.2° only and the beam width was fairly broad.
However, this system allowed to measure horizontal phase velocities and wave~
lengths of gravity waves in the stratosphere (described in the working paper
"Determination of vertical and horizontal wavelengths of gravity waves", topic
4), It also allowed to measure horizontal wind velocities when averaging over a
longer period of an hour, as is shown in Figure 7. The comparison of wind speed
U and direction o of the three methods interferometer, drift and radiosonde
appears convincing, Better sidelobe suppression and narrower beam width of
course can be obtained by using more than three receiving antenna modules.

Another approach to use a spaced antenna set-up as a radar interferometer
was introduced earlier to study ionospheric irregularities at Jicamarca (e.g.,
FARLEY et al., 1981). They used a cross-spectrum analysis, which allows deter-
mination of the phase difference between different antennas at different Doppler
frequencies. This method works properly when irregularity patches or blobs are
present. Since we assumed that some of the mesospheric structures, detected
with the VHF radars, are blobs drifting through the antenna beam, we have
applied this method, too.

The height-time intensity plot of Figure 8 shows a fairly thin and short—
lived structure at about 65 km altitude after 0710 UT. Analyzing this event
with the cross-spectrum interferometer technique yielded the results of Figure
9. Here P31, Py, P3 are the power spectra measured over 30 8 at the three
different spaced antennas. They clearly show a change of Doppler shift from
positive values at the beginning to negative values at the end of the event. In
the lower diagrams the coherence C); and phase ¢13 between signals measured at
antennas 1 and 3 are depicted, These indicate that the phases changed during
this event, which would not be expected if the scattering target would have
remained overhead and moved up and down, according to the Doppler shift. The
only explanation of these results is that a small scattering blob moved
horizontally through the antenna beam. The combination of the interferometer
and Doppler measurements yielded a zonal velocity of 43 m sl and a meriodional
velocity of 7,5 m 87 but a negligible vertical component. This analysis
evidently proves the great advantage in applying the interferometer technique to
avoid misinterpretation of velocity measurements,

DOPPLER METHOD

BALSLEY and GAGE (1982) and LARSEN and ROTTGER (1982) have recently
reviewed the application of radars for atmospheric wind profiling and synoptic
research. Both, the spaced antenna and the Doppler method, were discussed by
them and in several earlier papers referenced therein. Since the application of
the Doppler method has meanwhile become a standard part of textbooks, we only
discuss here two items which are specific to MST radars, namely those which
operate in the VHF band, It is accepted that the scattering/reflecting
structures are anisotropic, which for instance led to the suitable application
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Figure 6. Interferometer pattern E, deduced from pattern of transmitter
antenna Ep, three spaced antennas Eg, and angular dependence A of
reflecting structures.

of the spaced antenna method. Evidently the anisotropy also leads to
limitations of which the two most important shall be briefly discussed here,

ACCURACY OF VERTICAL VELOCITY DETERMINATION

Let us assume Fresnel reflection from a refractivity structure which is
slightly tilted to the borizomtal. It shall be tilted by an angle Yy around a
horizontal rotation axis which forms an angle 6 to the north direction. Let
the tilted structure move with velocity V, where V is given by its zonal
(u), meridional (v) and vertical (w) compoments. A radar with vertically

2.0+ & (-4

e
-
L

2101

1501

i L 1 1
30 W e W0 palod 180°

U /ms” a

Figure 7. Average wind speed Ugp and direction ag, deduced with the
interferometer (i) and the drift method (D) using spaced antenna
radar on 9 September 1980, 0540-0640 UT. Circles with crosses
denote corresponding radiosonde data from Essen.
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Figure 8. Height-time intensity plot of VHF radar echoes from the mesosphere.

pointing antenna, with beam width larger than the tilt angle of the structure,
will measure the radial velocity

vy = w cosp + (u cosb = v sind) siny + w¥ + u¥,

The projections of u and v cause errors in determining w from v, which may not
be negligible. These errors and possible corrections can only be determined if
one can measure u, v, © and ¥ independently of v,. This can be achieved
appropriately by spaced antenna measurements. The components u and v are
deduced by the cross-correlation analysis with the spaced antenna drift method.
Under realistic assumptions u and v, deduced by this method, are in a first
order independent of measurements of w by means of the Doppler analysis and are
not instrumentally correlated. The angles 0 and P are computed from measure-

Figure 9.
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ments of the phases of the radar echo between different spaced antennas
(measurement of the incidence angles by the interferometer method).

Let, for example, two antennas being lined up in east~west direction at a
distance d. For 6 = 0°,
. _Ad A
siny = 3gg% * g

Analyses of sample data from the lower stratosphere yield, for instance, for a
one-hour average typical phase differences A¢~2° between two antennas separated
by d = 4,5, Thisg yields an average tilt an§1e Y = 0,07°, Horizontal velo—-
cities of 20 m s~ then lead to u* = 2 cm s~1. Since typical radial velocities
vy =10 cm s’l, the average vertical velocity w is then determined with an
ervor of 20%Z.

To measure the tilt for correction will therxefore improve the determination
of average vertical velocities and additionally yield a meteorological para-
meter, viz. the average inclination or tilt angles of reflecting structures
which are related to baroclinic disturbances. To know the tilt angle will also
be of eminent importance during pronounced gravity wave events, e.g., lee waves
and propagating waves with wavelengths of several kilometers.

OPTIMUM POINTING ANGLES

Because of the angular dependence of the anigotropic turbulence structures
an apparent beam direction is manifest at off-vertical beam pointing directions
(ROTTGER, 1980). This is schematically illustrated in Figure 10. Assume the
angular spectrum of the diffusively reflecting irregularities to be centered at
an angle ¢, which usually is the zenith direction., Let the antenna beam width
be comparable to the width of the angular spectrum, The physical antenna beam
pointing direction shall be off the vertical at an angle ¢y » The echo power
results from the convolution of the angular spectrum and the antenna beam
pattern. As indicated in Figure 10, this yields an apparent beam with a
pointing direction ¢, , which is closer to the zenith than the physical pointing
direction ¢, « It was pointed out by ROTTGER (1980) that for an average angular
dependence &= 1.5 dB/degrees, a beam pointing direction ¢y, = 7° and a beam
width of 5°, the apparent beam direction is ¢35 = 6°, This gives rise to an
underestimste of the horizontal wind velocity by 20%. The wind direction is not
affected by this effect if the irregularity structure is isometric in the
horizontal plane.
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Figure 10. Formation of an apparent beam direction ¢, when the antenna
beam points to direction ¢, but the angular spectrum (distributiomn) of
the scatterer is anisotropic or the reflecting surface (seen at angle
6g) is diffuse.



160

ROTTGER and CZECHOWSKY (1980) have presented experimental evidence for this
effect. They had evaluated horizontal velocities measured at 3.5° and 7° zenith
angle with a 5° wide antenna beam. An evident difference (beam at 3.5° yielded
lower velocities than at 7°) was found in the height region above the tropopause
where the aspect sensitivity was most substantial. Precautions, therefore, have
to be taken if one deduces horizontal velocities with the Doppler beam pointing
method, The magnitude of this systematic error depends on the aspect
sensitivity which has to be measured to correct the velocity estimates, One
also has to bear in mind the apparent beam direction when describing the effect
of beam width broadening of the Doppler spectrum (turbulence fluctuations).
These errors of velocity estimates have to be considered if the off-zenith beam
pointing direction is comparable to the beam width., To the author's knowledge
attempts have now been made to apply such corrections to wind measurements with
the Doppler method.

When choosing the optimum pointing angle, one has also to bear in mind that
with increasing off-zenith angle the signal—-to-noise ratio substantially
decreases (e.g., Figure 11), the effective aperture of the antenna and the
height resolution decrease, as well as sidelobes may be close to the zenith
direction yielding again contaminations from the reflected component, but the
effect of apparent beam direction (due to aspect sensitivity) gets smaller and
the accuracy of the horizontal velocity estimates increases.

QUESTIONS ON TIME RESOLUTION TO MEASURE LONG~ AND SHORT-PERIOD VARIATIONS

Any kind of spectrum or correlation function measurements has to take into
account ensemble averaging in order to obtain statistically significant
estimates. The error of any estimate decreases with the square root of numbers
of samples, and one therefore would be inclined to average over very long time
periods, However, the averaging period depends obviously on the stationarity
and the time scales of processes of interest. The shortest time scale, MST-VHF
radars can resolve, is given by typical time scales of the variations at the
Bragg wavelength 1A' of the refractive index to which these radars are
sensitive, These times are typically of the order of seconds. To obtain
acceptable statistics, averaging over some ten seconds must be done., Further
averaging has to take into account the geophysical effects of interest, and one
may decide to average over 1-2 min in order to still resolve short-period
gravity waves, to average over several hours to smooth the gravity wave oscilla-
tions and obtain semi-diurnmal and diurnal tidal variations. The synoptic-scale
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Figure 11. Contour plot of signal strength observed with 1.7° beam width
and different zenith angles 6, which indicate the considerable decrease
of signal with increasing §. Observations were with the 46.8-MHz radar
at the Arecibo Observatory, contour steps are 2 dB,
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disturbances and planetary waves have periods of several days and averaging over
12-24 h will be suitable, However, because of the relative persistency of some
of these processes, sampling during a short period at suitable time intervals
often is sufficient.

As a general rule for deducing velocities from radar data, one may start
with quality assessment of the autocorrelation functions and power spectra to
apply an optimum fitting procedure and discard bad data. The next step would be
to display short time series of velocities deduced for periods of ome minute to
get ideas on gravity wave oscillations and only later apply longer—term
averaging.
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REPORT AND RECOMMENDATIONS

The eesential subtopics of this session were reviewed in several working
papers which follow; four main subtopics (a) - (d) were discussed in detail.

(a) The meteorological requirements for the determination of vertical ve-
locities connected with all different scales of motions was elucidated by K. S.
Gage (this volume, p. 215). It was found that MST radars are most suitable tools
to measure the vertical velocities. However, intensified investigations on the
accuracy to be expected from MST radar measurements have to be continued. It is
recommended that special emphasis shall be given to the following items:
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(1) Investigations shall be carried out to determine if the turbulence
structures observed with MST radars are locked into the large-scale motions,
which meansg that they would be extended along the isentropic surfaces,

(2) Can MST radars measure the inclination of isentropic surfaces, and how
accurately can this be done eventually?

(3) How accurately can the vertical velocity (defined as the velocity component
in the topocentric z-direction) be measured, and how crucial are remaining con~
taminations from the horizontal wind?

(&) Following the Poker Flat routine observations of the vertical wind in the
mesosphere, other MST radars should be used in the same mode to obtain informa-
tion on global variations.

(b) The applications of the spaced antemna method to measure winds in the
mesosphere by MF/HF radars and in the stratosphere and troposphere by VHF radars
was reviewed by Hocking (this volume, p. 171), and he concluded that this method
is as viable as any other method. Some discussion on its strengths and
weaknesses followed; including the question of how bulk velocity estimates can
be contaminated by gravity wave oscillations (Royrvik, this volume, p. 228). The
Doppler method essentially was discussed in terms of the accuracy which can be
obtained by different pointing directions of the antenna beams (Koscielny and
Doviak, this volume, p. 192; and Strauch, this volume, p. 232). Considering
the remaining uncertainties in measuring horizontal and vertical velocities it
is recommended that investigations have to continue to solve the questions:

(1) How can the vertical velocity contamination due to the horizontal wind best
be accounted for?

(2) How can the inaccuracy of horizontal wind measurements with the Doppler
method be minimized, when horizontal shears in u, v and w exist?

Since troposphere and lower stratosphere radars are now seriously being
proposed (and are starting to be tested) for widespread use in networks for wind
measurements, definite experiments need to be conducted as soon as possible to
determine:

(3) How the spaced antenna drifts methods and the Doppler method compare in
terms of economics, accuracy ete, for troposphere and lower stratosphere wind
profiling. An exhaustive study to compare both these methods must be done by
including experts in both of these fields in a common program. It is also
necessary to have other independent measurements, e.g., radiosondes, included.

(4) What range of wavelengths are suitable for profiling networks; in
particular will VHF/UHF radars be more suitable to contribute to wind profiling
than the new 10 cm Doppler weather radar (NEXRAD)?

(c) Another extended discussion took place on the application of MST ra-
dars to measure gravity wave parameters, since this topic was also of pronounced
interest in session 4 on techniques to measure gravity waves and turbulence.

The following recommendations were adopted:

(1) In order to measure horizontal and vertical wave velocities simultamneously
in the same volume, the application of bistatic or tristatic MST radar systems
should be considered.
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(2) 1t is noticed that momostatic MST radars can be used to measure vertical
and horizontal phase velocities of gravity waves, if these are fairly monochro~
matic (coherent). More use of both, the Doppler method (on-line beam steering)
and the spaced antenna method (off-line beam steering), would be desirable to
measure these gravity wave parameters.

(3) 1t is recommended that networks of MST radars have to be used for obtaining
statistical information (climatology) on incoherent gravity waves.

(d) Radar interferometer techniques which recently were applied also to
MST radars were reviewed by Farley (this volume, p. 237). It was noticed that
these techniques have some potentials for investigating turbulence structures.

It is recommended that the application of the interferometer technique
shall be encouraged. It is assumed, however that its application is not
suitable for operational use rather than for basic scientific research.
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3.1A 'TECHNIQUES FOR MEASUREMENT OF VERTICAL AND HORIZONTAL VELOCITIES:
MONOSTATIC VS BISTATIC MEASUREMENTS

A. T, Waterman

STAR Laboratory, Stanford University
Stanford, CA 94305

First we distinguish three techniques of direct measurement from which
velocities may be obtained: (1) Doppler frequency shift, (2) spaced antenna
drift, and (3) spatially modulated transverse beam measurements, Although in a
fundamental sense these may be considered equivalent, they differ in their
eXperimental implementation and thus warrant the distinction, Our discussion
here will concentrate on the Doppler-frequency-measurement approach. It will
compare bistatic with monostatic configurations as regards received power (or
sensitivity), spatial resolution, Doppler shift and avoidance of ground clutter.,

SENSITIVITY AND RESOLUTION

In the monostatic case the scattering volume is delineated by antenna beam
width and pulse length. In the bistatic case the scattering volume may also be
80 delineated, but, since the geometry is different, so also are several other
quantities: the shape and size of the scatter volume, the operative scale size
in the atmospheric spectrum, and the Doppler relations. The power received
bistatically may be expressed approximately as

PG - A
len[bwh] 2

lle lmRz

Poi ®

2( sing) 2 (1)

in which
Pp = transmitted powér
G; = gain of the narrower-beam antenna
Ry, Ry = distances from antennas to scale volume
n = radar reflectivity (cross section per umit volume)

b, w, h = base, width, and height of trapezoidal shaped scatter volume, V
(Figure 1)

A, = receiving aperture of the wider-beam antenna
E = angle between electric vector of incident wave and scattering direction,
We have assumed the volume to be relatively restricted by narrow beams and a

short pulse, and to be uniformly filled with the scattering medium. For the
varioug quantities we can write, noting Figure 1 and 2,

b e R; (Aal) csc (8/2) (2)
w = Ry (88)) (3)
n=<E

5 tsc (6/2) (4)
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Figure 2, Delination of delay-
Figure 1. Scatter-volume geometry. shell width, h.

bt
G, & (5)
17 e (B

n=0.38 c:n2 A3 [ese (o72)11/3 (6)

Here we have also assumed for purposes of illustration a Kolmogorov turbulence
spectrum, Substituting (2) through (6) in (1), we obtain

Pp; = 0.015 Py c 2 %2_2 A~1/36t [ese (o/2)117/3 )
2

where we have picked a polarization perpendicular to the plane of scattering in
order to make £ = 7/2, By letting the scatter angle 6 go to 7, this expression
reduces to the power received in the monostatic case:

-1/3 ct (8)

Ppo = 0.015 Py G2 —A_ X

Ro? ,

To compare bistatic with monostatic it is convenient to place the latter at the

midpoint of the bistatic path, and let the zenith angle X of its beam—pointing
be the tilt angle of the bistatic scattering plane with respect to the great

cirele plane (Figure 3), If, to simplify the argument, we consider scattering

from a region in the transverse midplane, then

R; = R, (9
0y =0y = 0/2 (10)
and so
;l = gz = cgc (0/2) D
0 0

It will also be helpful to express antenna apertures in terms of dimensions y

Figure 3. Geometry for bi-mono comparison. B,, By
are bistatic termini. M is mono radar. Z is
vertical. S is scatter volume,
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(transverse to the bistatic path) and x (tilted up and in the plane of the

bistatic path) so that
A= xy,

and
Ao = Aflx

AR =1ily

(12)
(13)
(14)

The base, width, and height of the scattering volume, equations (2), (3), and

(4), can then be written

b =R 2 [csc (o/2)]

A
Wle";

C
h x_é{ csc (8/2)

(15)
(16)

an

With these preliminaries, we may now make comparisons of the bistatic with
the monostatic case, The ratios of received powers, scattering volumes, and

volume dimensions are
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(20)

(21)

(22)

(23)

This last relation was obtained by noting that the geometry of Figure 2 applies
also to the Bragg condition which selects scale size £, if we replace h in the

figure by £, and C1 by A.

Other things being equal (namely, powers, antennas, wavelengths, and pulse
widths), the bistatic configuration has more received power to work with, since
csc (6/2) is greater than unity and is raised to a moderately high power; this
margin increases markedly as the bistatic baseline is lengthened. On the other
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hand the size of the scattering volume Vpi also increases drastically so that
spatial resolution suffers.

For many purposes it would be desirable in the bistatic case to trade
sensitivity for resolution, This can most readily be done by going to smaller
wavelengths and shorter pulses —=— i.e., by decreasing the ratios of Api to Ago
and Tyy to Tpo. Since the monostatic antenna is probably already as large as
feasible, it may be unrealistic to increase yy; Or Xpj OVer ypo OF Xpg.
Decreasing the pulse width 7,; will help restore the height (or slant height)
resolution hpi for a given scatter angle 9, Similarly, decreasing the wave-
length Xp; will help restore the lateral resolutions by; and wpy, for a given
scatter angle and antenna size.

To illustrate with an example, if the bistatic pulse width were reduced to
half the monostatic (T = Tmo/2), then by equation (22) the scatter angle ©
could drop as low as 60° before the bistatic height resolution became worse than
the monostatic. Then, referring to equation (18), and still holding
Thi = Tmo /2, if we wish to keep the bistatic received powers no less than the
monostatic for all scatter angles from 180° to 60°, we must make Api = Amo/B
(assuming transmitter powers and antenna apertures are the same in the two
cases). This would improve the spatial resolution, making bpi/bpo = 1/2, from
equation (20), and w_./w,, = 1/4, from equation (21). Thus if we do not insist
on better resolution in the bistatic case, we can relax the size of its
antennas, by a factor of at least 1/2 in elevation, and 1/4 in width. This will
reduce the received power, but, since it is detectability rather than received
power that is important, we are in no trouble because the antenna temperature at
the higher frequency will be lower by a more—than-compensatory factor. (We are
presuming that the monostatic radar operates in the VHF or UHF region and the
bistatic in the UHF or SHF region).

In short, without indulging in any optimization studies, it appears safe to
say that a bistatic system can retain the same spatial resolution as a
monostatic, without impairment of sensitivity, if the pulse length and wave-
length are shortened and the scatter angle does not get too small.

DOPPLER SHIFT

Now we turn to Doppler measurement, keeping, for purposes of comparison,
the same configuration sketched in Figure 3. The monostatic radar measures the
radial component of wind velocity:

2 .
fD,mo = =~ (v sinx + w cosx) (24)
where v and w are horizontal and vertical wind components. The bistatic radar
measures the component of wind normal to the elliptical constant-delay shells,
Near the midpath transverse plane, where the contribution from the along-the-
path wind component u is small, the Doppler frequency is

(sina, + sina,)
f = _.__..___l..__.___._z._. ( 3 + )
D,bi = X v sinX + w cosy

= - §_§E§LQLZL (v sinx + w cosy) (25)

4

When both bistatic and monostatic are looking at the same general scatterihg
region, the ratio of the Dopplers is '
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£ A
_D,bi _ | bi sin(8/2) (26)

fD , M0 \)‘mo

For the numbers chosen above, which keep the spatial resolutions comparable,

£ . (=1 -
D,mo ~

at 6 = 60°, ¥For the same wind, the bistatic Doppler shift is greater owing to
the shorter wavelength; less Doppler resolution is needed to achieve a given
velocity resolution, and therefore a shorter measurement time is permissible.
Data from two or more zenith angles (or tilt angles) permit separation of v and
W components,

In order to obtain the orthogonal wind component u, the monostatic radar
merely has to change its azimuthal pointing. For the bistatic system, the
situation.is a bit different, if the same two path terminals are to be used.
When the scatter volume lies in the great-circle plane, the bistatic Doppler is
given by

it T {-(cosal- cos ay

- %(sinu1+ sina,) (28)

To measure u, &) and Ojmust differ appreciably —- i.e., the scatter volume
must be well removed from the center of the path (Figure 4). It is not
immediately apparent how best to make a comparison between bistatic and mono-~
static in this case, though ome expects the advantage to lie with the latter.

GROUND CLUTTER

In measuring the vertical velocity component w there is one respect in
which the bistatic has an advantage. That advantage lies in the avoidance of
ground clutter, Consider a bistatic configuration with the scatter volume
located at midpath in the great~circle plane. Referring to Figure 3 with X set
equal to zero, the two Doppler frequencies are

fppi = - 3 ein(8/2) (29)
fD,mo = - %\E (30)

We expect the vertical velocity w to be small and to vary about zero. Ground
returns are also likely to have zero Doppler or nearly so. Confusion can arise
when the ground echo has the same delay as the atmospheric. A ground feature of
altitude z will extend above the transmitter's (amd receiver's) horizon when
(see Figure 5)

o= ,ﬂ|

Figure 4. Off-center bistatic scattering.
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Figure 5. Interference from ground scatter into sidelobes.
Ground feature at G and height z relative to radio horizons
at M, B; and Bj.

2
R
z> 1 , in the bistatic case (31)
: 2r0
and
R 2
z > 0 , in the monostatic case (32
T 2r
0
Using equation (11), the ratio of these heights is
fp 12
i R 2
72 = g5l = (esc (8/2)) (33)
mo 0

Thus, to follow the example used earlier, for © = 60° this ratio is 4. A
ground feature has to be four times as high in the bistatie, as compared with
the monostatic, case before it causes the same interference problems. This
advantage is of importance both for measuring vertical wind and for studying
quasi-specular reflection at and near vertical incidence.

A HYBRID SUGGESTION

This discussion should not conclude without mention of a hybrid case.
Consider a transmitter located at T in Figure 6 and a scatter volume located at
S. There are two bistatic receivers, located at R, and Ry, The planes
specified by TSRy and TSR, slope toward each other and constitute two sides of
a tetrahedron, There is a third receiver, at the transmitter location T,
forming a monostatic radar. Doppler frequencies measured at the three receivers
yield three wind components from which the vector wind can be determined. All
three measurements are made on essentially the same volume of air at the same
time, in contrast to most other techniques (except a triple Doppler). Futher-
more the scatter volume can be moved vertically upward and downward, so that a
true vertical profile of vector wind can be obtained.

T
Figure 6. A combination monostatic and bistatic system.
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3.1B A COMMENT ON SOME DRAWBACKS OF MONOSTATIC RADARS
S, A. Bowhill

Aeronomy Laboratory
Department of Electrical Engineering
University of Illinois
Urbana, IL 61801

To my knowledge, all MST radars now in operation or under comstruction use
the monostatic mode, that is to say, the same antenna for both transmitting and
receiving; or at least, transmitting and receiving antennas located adjacent to
each other, This means that the only velocity information available is that
corresponding to the line-of-sight direction for the radar beam. Consequently,
it is never possible to determine more than one component of the atmospheric
velocity at one point in space. While this is of little consequence for many
practical applications, there are two important properties of gravity waves
which are difficult if not impossible to determine by the monostatic method,

The first of these is the polarization of the gravity waves; that is, the
complex ratio of the wave functions of vertical and horizontal motion. Some
information can be gleaned on a statistical basis by comparing two different
beam—pointing directions, but this cannot give information about the relative
phase of the vertical and horizontal motion.

A second quantity of importance is the horizontal wavelength of gravity
waves. As the pointing direction of a monostatic radar goes away from the
vertical, correlation of the line-of-sight velocity with that for a vertical-
pointing antenna decreases for two reasons: first, the introduction of
horizontal gravity-wave velocities, to an increasing extent as the beam becomes
more oblique; and the decrease in coherence of the vertical velocity itself,
The second of these pertains to the horizontal wavelength of the wave; but it
cannot in general be sorted out from the first effect.

Both of these problems could be overcome by use of a bistatic system. Such
a system has the additional advantage of making it possible to measure at very
low altitudes, and to look away from the transmitter (for example to make a
horizontal sectiom through a thunderstorm).

However, it must be recognized that bistatic operation, in the practical
sense, requires not only an additional highly directive antenna, but also that
both the transmitting and receiving antennas should be fully steerable.
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3.2A THE SPACED ANTENNA DRIFT METHOD
W. K. Hocking

Max-Planck~Institut fur Aeronomie
D-3411 Katlenburg-Lindau, FRG

ABSTRACT

The spaced antenna drift method is a simple and relatively inexpensive
method for determination of atmospheric wind velocities using radars, The
technique has been extensively tested in the mesosphere at high and medium
frequencies, and found to give reliable results, Recently, the method has also
been applied to VHF observations of the troposphere and stratosphere, and
results appear to be reliable, This paper discusses briefly the principle of
the method, and investigates both its strengths and weaknesses, Some
discussions concerning criticisms of the technique are also given, and it is
concluded that while these criticisms may be of some concern at times,
appropriate care can ensure that the method is at least as viable as any other
method of remote wind measurement, At times, the technique has definite
advantages,

INTRODUCTION TO THE METHOD

The spaced antenna drift method was earlier applied to measurements of
electron drift in the ionospheric E and F regions, and later to measurements of
neutral winds in the ionospheric D region, For D-region work, the method has
been denoted by "PRD" ("partial reflection D1 drifts" e.g., BRIGGS, 1977).
Since its introduction to tropospheric and stratospheric measurements at VHF
(e.g. ROTTGER and VINCENT, 1978), it had become known as the “SAD" ("spaced
antenna drift") method (ROTTGER, 198la). Following the Estes Park VHF
conference of May, 1982, the notation "SA"™ was adopted ("spaced antenna"), In
this paper, the latter notation will be adopted, although this is still not
universally accepted.

The spaced antenna method of wind measurement begam with MITRA (1949), who
used a very simple approach involving measurements of time delays at three
antennae. . This technique was subsequently improved by a variety of workers,
including BRIGGS et al. (1950), PHILLIPS and SPENCER (1955), FOOKS (1965), FEDOR
(1967) and BROWN and CHAPMAN (1972). BRIGGS (1968a) presented a formal review
of the method. However, possibly the best review of the method to date is one
due to BRIGGS (1977b). That review is recommended to any reader who is
seriously interested in understanding the spaced antenna method. Because the
mathematical and conceptual details of the technique are so well covered in that
article, they will not be repeated here in any great detail. Nor will a history
of the method be presented; BRIGGS (1977b) presented a short history. Rather,
the first objective of this paper will be to describe the basic principle of the
technique, free of any mathematics. Having presented this general overview. a
more extensive discussion of the shortcomings and strengths of the method will
be given.

APPARENT VELOCITY

The principle of the SA method is very simple, and is illustrated in Figure
1. Pulses of radio waves are transmitted into the atmosphere, and are partially
backscattered or reflected. These scattered signals form diffraction patterns
on the ground, and these diffraction patterns move at twice the speed of the
scattering irregularities. The factor 2 arises because the transmitter is
effectively a point source (e.g., FELGATE, 1970). The scale of these
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diffraction patterns depends on the polar diagrams of the transmitting and
receiving aerials, and the backscattering polar diagrams of the scatterers,

The narrower the polar diagrams, the larger the scale of these diffraction
patterns, The SA method measures the speed of these diffraction patterns across
the ground, and this therefore gives the velocity of the scattering
irregularities, after division by a factor of 2.

Figure 1 is based on an experiment conducted at Townsville in Australia to
study the ionospheric D region. The experiment was designed and operated by
Dr. R. A. Vincent of the Dept. of Physics, University of Adelaide, Australia.
It represents perhaps the most compact and simplest form of the SA experiment,
The radio waves (1.94 MHz) were transmitted from the square in the centre of
Figure 1. The small black rectangle inside this square represents the trans-
mitter and receiving building, and the four lines leading from it represent
transmission lines to four half-wave dipoles, which form the outer square.
Three simple crossed dipoles (A, B and C) were used for reception. The contours
in the diagram represent part of the diffraction pattern amplitude (in the
general case this is complex (amplitude and phase)) and the large arrow "2W"
represents the diffraction pattern's velocity. As it moves, the diffraction
pattern will cause temporal variations at the aerials A, B and C, and these
temporal variations will be similar, but will be displaced in time (see the
illustrative amplitude variations as a function of time in the bottom left hand
corner of Figure 1). In the simplest case, the axis of the diffraction pattern
can be taken to be perpendicular to the velocity vector 2W, and the time
displacements of the signals A, B and C can readily be used to determine the
velocity 2W. The same formalism also applies if the contours of the
diffraction pattern are, on average, circular., Determination of the 'wind velo-
city” under either of these assumptions leads to a quantity known as the
"apparent velocity”. This method was first proposed by MITRA (1949).

FULL CORRELATION ANALYSIS

Sometimes the axis of the diffraction pattern may not be perpendicular to
the velocity vector, as illustrated in Figure 1. Further, the pattern may
change quasi-randomly as it moves, These effects produce errors in the apparent
velocity when compared to the real velocity, To remove these effects, the
method of data reduction known as "full correlation analysis" (FCA) was
developed, With this method, it is not only possible to more properly determine
the real velocity, but it is also possible to indicate the scales of the
diffraction patterns, the orientations of these patterns, and to indicate the
degree of random fading. The velocity deduced by this method is termed the
"true velocity". A fundamental function necessary for the application of FCA is
the temporal and spatial autocorrelation function, defined by

<f*(X,y,t)f(X+Ly+n,t+T)> (1)

plEyn,T) = 7
<|£(x,y,t) |

where x and y are orthogonal co-ordinates on the ground (e.g., East and North),
t is time, & is the displacement in the x direction, n the displacement in the
y direction, t is the time, T is time lag, f(x,y,t) is the (possibly complex)
amplitude of the diffraction pattern (after removal of the mean) and <> denotes
averaging over (in primciple) all x, all y, and all t; f* is the complex
conjugate of f,

In practice it is unrealistic to exactly determine p(&,n,7), since it
requires measurements of f£(x,y,t) at all points (x,y) on the ground. Neverthe-
less, if some very reasonable assumptions concerning the form of p are made
(see BRIGGS, 1977b for the details of these assumptions), thep(f ,n,T) can be
fairly accurately estimated from determinations of the temporal autocorrelations
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Figure 1. The principle of the spaced antenna method.

and cross correlations of 3 or more aerials. BRIGGS (1977b) described how this
could be done.

Having determined an approximation to the functiom , it is a relatively
simple matter to deduce the so-called "true velocity", as well as the variety of
other parameters described earlier (BRIGGS. 1977b). These “other parameters”
can provide useful information concerning the nature of the scatterers (e.g.,
STUBBS, 1977), but in this paper we will concentrate primarily om the "true
velocity"”.

However, it is instructive to briefly mention the significance of one of
these extra parameters. Since the backscattered signal varies as a function of
time, it is of course possible to form the autocorrelation function of the
signal, and thence to find the time lag for this fumctiom to fall to 0.5. This
time lag will be denoted by 1, 5, and is sometimes called the “"fading time".
But FCA allows the experimentor to carry this one step further, and determine
the fading time which would have been observed if the radar had been moving at
the same mean speed as the scattering irregularities. Let us call this para-
meter Tg,5. Then BRIGGS (1980) has shown that if the scatter is due to
isotropic turbulence. the Root Mean Square (RMS) vertical velocity of the
turbulence scatterers, vpyg 8ay. (more generally, vpy. is the RMS velocity of
any chosen component) is related to Tp 5 by the relation

Vams = AV21n2/(4n TO.S) (2)

(This formula is valid if complex data are used to estimate Tg 5.)

MANSON and MEEK (1980) and MANSON et al. (1981) have extended this formula
to relate vpyg to the turbulent energy dissipation rate (g), and the Brunt-
Vaisala frequency (wp). A relatiom of the form

€ =K VRMSZ wy (3)

where K is a constant (of the order of 0.3-0.5) was obtained (also see HOCKING,
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1983a)., Thus in principle it is possible to obtain e from Full Correlation
Analysis., However, a word of warning should be sounded here. The equation (3)
assumes that the RMS motions associated with horizontal and vertical directions
are the same within the effective radar beam. (The effective radar beam

includes consideration of the backscattering polar diagram of the scatterers. )
Unfortunately, this may not be the case. The vertical motions are those
associated with the Buoyancy scale of the turbulence, whilst the horizontal
motions are those associated with scales of the order of the width of the
effective radar beam at the height of scatter. This latter scale is often of
the order of several kilometres, and the motions associated with such scales may
be either two-dimensiomal turbulence, or gravity waves. This point was not
congidered either by BRIGGS (1980) or MANSON and MEEK (1980)., Thus equation (3)
is not really applicable for SA measurements of Vymg» and it is necessary to
distinguish between horizontal and vertical motions, This point has been
emphasized by HOCKING (1983a)., (Also see WRIGHT and PITTEWAY (1978)). Thus it
is not really possible to estimate ¢ by SA measurements, Equations (2) and (3)
can be used to place upper limits on ¢, but it is not possible to estimate,
from simple SA measurements, just how much (3) overestimates the true value of
€. A more elaborate procedure, such as that described by HOCKING (1983a,b) is
necessary to properly estimate €, and is only possible with a large array of
antenna capable of forming a narrow beam.

From now on, this paper will concentrate on estimates of wind velocities
derived from the SA method. As has been seen, the principle of the method is
quite simple. With modern computers, the application of the method is
_relatively easy, and can even be efficient with small on-site minicomputers
(e.g., MEEK, 1980).

ACCEPTANCE CRITERIA

Because the SA method requires estimation of the function p(£,n,t)
(equation (1)) from a few simple cross-correlation functions, it is important to
take care that the fitted function p is reasonable. Therefore proper applica—
tion of the FCA method requires that certain acceptance criteria are obeyed.
These acceptance criteria (also called rejection criteria) are quite stringent,
and must always be applied, Failure to apply these criteria can allow many
erroneous wind speed estimates to be accepted, and this can bias the results and
perhaps even give the appearance that the SA method is unreliable. The
rejection criteria used at Adelaide, Australia, by the University of Adelaide

Physics Dept,., are listed below (e.g., BALL, 1981). A data sample is rejected
if

(1) The receiver was saturated for a significant time during the data record;

(2) The digitized signal levels are only of the order of a few digitial units
(weak signal);

(3) The mean autocorrelation function has not fallen below 0.5 after about 20
time lags (slow fading);

(4) Any cross—correlation maxima are less than 0.2;

(5) Any cross- or auto-correlation functions are oscillatory in nature over
the first 20 time lags;

(6) The polynomial fit to the cross-correlation functions breaks down,
preventing determination of certain crucial time delays;

(7) The sum of the three time delays of the peaks of the cross correlations
between aerial pairs AB, BC and CA is greater than 0.2 times the sum of
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the moduli of these time delays (MEEK et al. 1979);
(8) The "true" and "apparent" velocities are very different;

(9) The quantity 'sz" estimated in FCA is significantly less than O, (In the
case that V,“ is only slightly less than zero, the apparent velocity can
be used in place of the true velocity, since this probably indicates very
little random fading);

(10) The signal-to-noise ratio is small;

(11) The contours of the diffraction pattern are non-elliptical (they become
hyperbolic) in form.

Despite the apparent complexity of these tests, they are not difficult to
apply with a digital computer, and they do not normally result in excessive
rejection rates.

POTENTIAL PROBLEMS WITH THE SA METHOD

As will be seen later, tests of the spaced antenna technique in the meso~
sphere (at MF and HF) and in the troposphere and stratosphere (VHF) have almost
invariably shown it to be reliable. Nevertheless, from time to time objections
to the method arise, and it is a useful exercise to consider these objections in
more detail. It will be suggested that while there may be situations which can
in principle produce erroneous results, they do not occur commonly in the
atmosphere. Furthermore, it will be shown that objections can be raised to
almost any method of remote wind measurement, and in all such remote observa-
tions a degree of care and selection is necessary.

BRIGGS (1980) has shown that, for the case that all scatterers in the radar
volume move with the same horizontal velocity, and have zero vertical velocity,
then the SA method must give identical results to the so-called Doppler method
of wind measurement. If however, there are also vertical motions, these will
affect the Doppler estimates of the horizontal velocity. Nevertheless, if a
vertically pointing radar is also used, the effects of these vertical velocities
can also be taken into account with the Doppler method.

The main difference of the SA method and the Doppler method lies in the
direction of the radar beams, The SA method uses vertically directed beams,
whilst the Doppler method uses beams tilted from the zenith to obtain horizontal
wind velocities (plus a vertical beam to obtain vertical winds). Often, also,
the SA method uses beams with wide half-widths, whilst Doppler estimates require
very narrow beams. (Nevertheless, the SA method can also be applied with narrow
beams.)

Most objections to the SA method are based on the assumption that there are
two types of scatterers in the radar volume, and that these two types of
scatterers move at different velocities., The most common assumption is that
there are specular scatterers, aligned approximately horizontally, which scatter
primarily from the vertical, and more isotropic scatterers, Specific mechanisms
are then invoked which claim that the specular scatterers move at different
velocities to the isotropic scatterers. It is then claimed that, since the SA
method is more susceptible to scatter from the vertical, it will measure
primarily a drift speed associated with these specular scatterers. It is most
common to invoke gravity waves as the cause of these specular scatterers.
Unfortunately it is never really stated clearly exactly how gravity waves cause
these specular reflectors, and this point will be closely examined in this
article,
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Before proceeding to this examination, however, it is worth pointing out
that gravity waves could also produce isotropic scatterers moving with the wave.
For example, HODGES (1967) has shown that under certain circumstances, a gravity
wave could produce turbulence during part of its cycle. 1If a layer of air
existed which was close to statically unstable, but not quite unstable, the
gravity wave temperature gradient at particular parts of the cycle may render
the layer unstable. This may them cause turbulence, If the turbulence died out
sufficiently quickly, then these turbulent patches would appear to move
horizontally with the gravity wave, and both the SA method and the Doppler
method would measure the horizontal component of the phase velocity of the
gravity wave in such circumstances. Whether such a mechanism is realistic is a
matter for debate; the main point is, however, that it is unfair to single out
the SA method for criticism by means of specific examples without discussing
similar cases for other methods of remote wind measurement.

Perhaps the most comprehensive discussions of the effects of gravity waves
on the SA method can be found in HINES and RAQO (1968), HINES (1972) and HINES
(1976), although other authors (e.g., BROWNLIE et al., 1973) have also made
contributions. However, it should be remembered that those papers primarily
applied to measurements of drifts by totally reflected radio waves from the E
and F ionospheric regions. 1In those cases., specular reflection was the main
means of backscatter., Gravity waves curve the electron density isopleths,
producing focusing and defocusing, and therefore fading of the radio signal at
the ground. In the D region and lower atmosphere, it is not nearly so easy to
make this assumption. It is necessary to carefully consider how gravity waves
can influence only the specular reflectors, and also to comsider the scales at
which these effects occur.

To begin with, let us assume that these specular reflectors form
independently of the gravity wave, by some unspecified mechanism, and are then
influenced by it, Figure 2a illustrates the situation. Specular reflectors are
indicated at times t = t; and t), In this case, it is assumed that the
specular reflectors (thick lines and dots) are only separated by short
distances, and cover most of the sky at the altitude under examination. In the
limit, they may form continuous sheets, A gravity wave oscillation is assumed
to tilt the reflectors at these two times. The specular reflectors are also
blown by the mean wind, but this is taken to be zero in Figures 2a,b. Radio
waves incident from transmitters TXl and TX2 are "focused” and "defocused"
respectively, Therefore as the gravity wave moves across the ground, it
produces fading. An SA experiment may then measure the speed of this gravity
wave., Is such an argument valid?

This situation may be applicable for total reflection from the ionospheric
E or F regions at HF, because the isopleths of electron demnsity are continuous,
and reflection is total. However, for MF, HF and VHF scatter from the meso-
sphere, Figure 2a is not applicable, Rather, the specular reflectors which
exist there are much more temporally and spatially intermittent (e.g., HARPER
and WOODMAN, 1977; HOCKING, 1979; JONES, 1982)., The same is often true for VHF
tropospheric and stratospheric echoes., A situation like Figure 2b is more
likely, in which only a small fraction of a gravity-wave cycle contains the
reflectors, In such cases, the receiver will either receive a signal (when the
reflectors are appropriately orientated), or receive no signal at all. If the
oscillation has a very short period the radar signal will altermate between
Y"high"™ and zero in an on-off manner, This will produce oscillatory correlation
functions, and the "wind measurements™ will be rejected in the FCA. Objectors
to the SA method who have applied this argument have failed to recognize the
importance of the "acceptance criteria” of section 4, If, on the other hand,
the gravity~wave period is much longer than the typical data duration used to
perform an SA measurement, then the tilting of the reflectors may be too slow to
have a measurable effect. Rather "roughness™ on the reflector (e.g., ROTTGER,
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Figure 2. TIllustration of gravity-wave-induced tilts to specular
reflectors, and the effects of radar backscatter.

1980 refers to "diffuse reflection®) will produce most of the fading, as the
reflector moves with the wind, and the SA method will give the true wind velo-
city. When it is noted that most SA measurements use data lengths of about 1
minute or less, and that gravity waves have periods of at least 5 minutes (and
at least 10 mins in the troposphere), it becomes clear that generally the scales
of gravity waves are such as to reduce the possibility of this mechanism being a
realistic threat to the application of the SA techmique.

The point concerning the scale of the gravity waves is also pertinent to
Figure 2a. If the scale of the diffraction pattern produced is similar to that
of the gravity wave, then the gravity-wave-induced fading will be very slow. and
faster fading (which the SA method will utilize) will occur due to motions of
the more isotropic irregularities, and due to roughness on the surfaces of the
reflector. Both the scatterers and the reflectors move with the wind, so that
the SA method will measure this true wind speed. However, it can occur
(particularly when many waves are present) that the scales of the diffraction
pattern produced by gravity waves reflections can be considerably smaller than
the gravity-wave scale ("interference fading": e.g., HINES and RAO, 1968;
BROWNLIE et al., 1972), so that fast fading can at times occur due to gravity
waves. In such cases., the SA method can produce erroneous results., Neverthe-
less, for VHF and HF partial reflection work, such gravity-wave-perturbed
continuous reflectors seem rare; and when they do exist, it cam also be
difficult to obtain horizontal wind speeds by Doppler methods. One of the few
catalogued tropospheric cases observed in which such stratification occurs has
been presented by GAGE et al. (1981), and the wave had a period of about 18
min. It is doubtful that any effects of the phase velocity of the gravity wave
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would have shown in any SA measurements of the wind in this case.

As an extra point, if high amplitude gravity waves occur, they may tilt
these specular reflectors quite markedly, in which case Doppler radars may also
observe the reflectors and therefore measure a finite (erroneous) wind velocity.
This point has been emhasized by ROTTGER (198la). The SA method, with its more
stringent acceptance criteria, is more likely to reject the measurement.

ROTTGER (198la) also pointed out that such large amplitude waves are most likely
to occur in the region of critical level interaction, im which case the phase
velocity of the wave equals the mean wind anyway. But to be fair the above case
may be rare and in most instances of critical level interaction, both the SA and
Doppler methods will measure a wind equal to the sum of the mean wind and the
wind due to the gravity wave, which is of course the desired value.

It therefore seems fair to suggest that this attempted criticism of the SA
method is not, in reality, applicable, except perhaps in rare circumstances. In
such circumstances, these erroneous measurements should stand out from the rest
of the data, thereby emabling them to be rejected. Such rejection procedures
are quite common, and would not be unique to the SA method. For example. LARSEN
et al. (1982) using Doppler recorded winds, talk of rejection of questionable
data.

The second way in which we could imagine gravity waves to influence the
specular reflectors is that the gravity waves actually produce the reflectors,
rather than simply acting on already existing reflectors. In this way the
gravity wave actually carries the reflectors with it.

As mentioned earlier, this is not hard to envisage for total reflection
from the E and F region., The gravity wave curves the contours of constant
electron density in the region where the absolute refractive index approaches
zero (i.e., the height of reflectiomn), thereby produce focusing and defocusing.
However, this scheme cannot be applied for partial reflection. For partial
reflection, the refractive index gradient is the important quantity, rather than
the absolute refractive index, Any change of refractive index must occur within
less than about ome quarter of the radar wavelength —— changes which occur more
slowly are very very inefficient reflectors (e.g., ATLAS, 1964; HOCKING and
VINCENT, 1982), Therefore we need only look at the case that the gravity wave
wavelength is of the order of the radar wavelength. The most likely mechanism
is that reflection occurs from the wavefronts of the gravity wave. For example
HINES (1960) has proposed that at 60~70 km, gravity waves with vertical wave-
lengths of a hundred metres or so can explain observed HF and MF specular
reflection from this height range. The gravity wave must have a wavelength
perpendicular to its wavefronts equal to one-half of the radar wavelength. Such
a process, however, would give strongest scatter from the off-vertical.

As an example, consider wavelengths of 3 m at = 10 km altitude., Could
these exist, and produce the observed VHF specular scatter? HINES(1960,
equation 49) showed that the smallest vertical wavelength which would not be
dissipated by viscosity is

A, (min) = 2nYnT, (4)

where T is the wave period (sec) and n is the kinematic viscosity. Above

10 km, n < 3x1073 m2 s71, We require *z(min) < 3 m, so T < 100 min; at 18 knm,
T < 40 min, Yet, as seen from HINES (1960, Figure 9), this means that all such
wave fronts must be tilted at angles of > 2°-3° from the horizontal at 10 km
altitude, At 18 km altitude, the tilt must be >6°. At 65 km, 3 m waves canmot
exist, and even 75 m waves (capable of specular reflection at 150 m radio wave~
length) must have tilts of greater tham 10°. This effect of preferred scatter
from off-zenith angles has never been observed, yet if it existed would be quite
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obvious. It therefore seems unlikely that gravity waves cause specular
reflections directly. Further, even if equation (4) is im error and gravity
waves can cause specular reflections, the waves must be at least of very long
peroid, in order to have near-horizontal wavefronts. As discussed earlier, long
period oscillations do not have a substantial effect on the recorded signal when
time durations of less than a minute are considered; the specular signal would
just produce a constant offset. (At times, however, interference fading could
be important.) Thus any fading of the signal during each data collection period
would be due to other irregularities blown by the wind, and the SA method would
still measure the proper wind speed.

It should also be noted that if the situation did occur in which two
different types of scatterers moved at different velocities, and the two types
of scatter contributed approximately equal power, and both had velocities
significantly different from zero, then two peaks would often occur in the
cross—correlation functions. This would also mean that the data sample would be
rejected.

It therefore appears that in most cases, gravity waves do not bias SA
measurements of wind velocities, and this point will be re-emphasized later by
means of experimental data. However, the SA method does suffer from one
weakness which must be mentioned, and this is the so—called "triangle size
effect”, In principle, the "true velocity" found from the SA method should be
independent of the spacing of the aerials used to measure the wind, provided
that the spacing is less than the typical diffraction pattern scale. However,
it has been found that the "true velocity" often increases with receiver
separation, tending to a limit for large separations, The same effect is
observed for the "apparent velocity". The limiting values at larger separations
appear to be the correct values, This effect has never been satisfactorily
explained (BRIGGS, 1977b), although several proposals have been made. Neverthe~
less, the effect is not a major one, and appropriate choice of the aerial
spacings results in reliable estimates of the wind velocity.

ADVANTAGES OF THE SA METHOD

In the previous section, objections to the SA method were examined., It
would be unfair to consider only objections to that method, however., Therefore
let us consider some weaknesses of another method, namely the Doppler method,

In this technique, tilted beams are used to measure radial Doppler shifts, and
these are then converted to horizontal velocities, To do this, the vertical
velocity must be known, and this can be obtained using a vertically pointing
radar. However, it has to be assumed that the vertical velocity above the radar
equals that at the scattering region for the tilted beam, and this may not
always be so, Furthermore, if the radio~wave scatterers are anisotropic, with
horizontal dimensions greater than their vertical dimensions, then the
scatterers will also backscatter anisotropically. Radio waves will be returned
more effectively from zenith angles closer to the vertical. If a radar beam is
tilted at an angle 0(, the received backscattered radiation intemsity will not
be greatest at 6 = 6, but a smaller angle,6j . Thus the measured radial velo-
city of the scatterers will be that for scatterers at a zemnith angle 6], and
this is less than the radial velocity of scatterers at 60. When this radial
velocity is converted to a horizontal velocity under the assumption that scatter
was strongest from 6(, the resultant value will be an underdestimate. This has
been emphasized by ROTTGER (198la).

It is true that if the polar diagram of the scatterers is known, € can be
estimated, and therefore the true horizontal wind can be obtained. At present,
however, such corrections are not normally applied with the Doppler method, and
would be difficult to apply if the properties of the scatterers were continually
changing.
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Another problem can arise for the Doppler method, and this occurs when
there are significant horizomtal fluctuations of the wind velocity. This is
illustrated in Figure 3. Doppler velocities from the region 'a' will produce a
spectrum indicated by °‘A' in Figure 3, and the range of velocities from region
'b' produce the spectrum 'B*', Likewise from ‘c' we get the spectrum 'C'. The
width of each "subspectrum™ A, B and C depends on the RMS horizontal velocity of
the scatterers, and the mean tilt angle for the regions a, b and c. Thus
"sub-spectra" produced by scatter from larger tilt angles have a broader range
of frequencies, reducing the peak power in their spectra.  The result is that,
when these "sub-spectra" are summed to produce the full spectrum, there is a
bias towards low frequency components, and so the frequency offset of the peak
of the spectrum is less than would have been obtained in the case of a comstant
mean wind with no horizontal fluctuations., This situation has been numerically
modelled by HOCKING (1983a), who showed that if a radar with a beam half-power
half-width of 4.,5° is used, and if the RMS horizontal fluctuating velocity is
similar to the mean wind speed in magnitude, then an underestimate in the wind
velocity of ~20% results. This is true evem for isotropic backscatter.

. The main point of these examples is not to downgrade the Doppler method,
but rather to emphasize that all methods of remote wind measurements suffer from
some form of weakness. It is important not to become too prejudiced against any
method on the basis of a few speculations.

There are weaknesses and advantages of most radar methods. For example, as
emphasized earlier, measurements of small scale turbulence are best domne by
Doppler methods (HOCKING, 1983a,b). Also, there are fewer acceptance tests
necessary when the Doppler method is used, On the other hand, the SA method
does not underestimate the wind velocity when scatter is anisotropic., In fact
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Figure 3. Distortion of radar spectra due to horizontal fluctuating
motions of the scatterers.
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one of the major advantages of the SA method is that it can utilize specular
reflections in regions where scatter from the off-vertical is hidden by noise.
For example, Figure 4 illustrates this effect. Figure 4a shows a Doppler
spectrum recorded with the vertically pointing SOUSY radar beam, from a height
of 25.2 km, Figures 4b and 4c show the spectra recorded with beams pointing at
7° off-zenith in the North and East directions, respectively. In Figures 4b and
¢ the signal is hidden in the noise, and Doppler estimates of the wind velocity
are not possible. However, there is plenty of signal at vertical incidence,
which the SA method could utilize to obtain wind estimates, Further, as pointed
out by ROTTGER (198la) fading is slower with vertical beams, so more coherent
integration can be applied with the SA method.

The SA method can also give a measure of the polar diagram of the
scatterers, by virtue of its determination of the pattern scale. (In the case
of gravity-wave oscillations in extended reflectors, interference fading can
produce scales at the ground considerably smaller than the gravity-wave scale
{see earlier)., Care is necessary in such circumstances, but normally for VHF
and HF partial reflections this should not be very common.) The Doppler method,
in a fixed beam mode, cannot measure the polar diagram, but it can by using
beam~-swinging techniques,

The SA method can also apply the Doppler technique to determine vertical
velocities. ROTTGER (198la,b) has also emphasized that the SA method can be
used to determine mean angles of arrival of the scattered radiation, and there~
fore to determine if any of the 'vertical velocity" measured could be due to
contamination from horizontal motions. For wide beams, this'is probably most
feasible over time scales of tens of minutes, since some averaging is necessary.
Possibly narrow beams, such typically as those used by Doppler radars, may be
better tools for estimation of short-term vertical velocity variations. Of
course, the SA method can also be applied using narrow transmitter beams, and
determination of angle of arrival is then an added bonus.

One of the greatest advantages of the SA method is its cheapness and
simplicity. It only requires a transmitter array, and three small receiving
arrays. Because of the small size, it also has advantages in regions where
space for aerials ig limited.

Another advantage of the SA method is that it measures wind speeds
immediately above the observing array. The Doppler method measures the vertical
wind overhead, but measures horizontal winds at points some distance from the
overhead point. Further, the two orthogonal horizontal wind componeunts are
measured at different points in space. Thus when the three wind components are
used to determine a total wind wvector, it must be assumed that the wind field is
homogeneous over a large area of sky.

Thus both the Doppler and SA methods have advantages and disadvantages, and
the method finally adopted in any circumstances must depend largely on the
requirements of the user.

EXPERIMENTAL TESTS OF THE SA METHOD

The best way to test the SA method is, of course, by comparison with other
methods, Extensive tests of the method have been carried out, and all suggest
that the SA method is a reliable means of estimation of wind velocity in the
mesosphere (at MF and HF) and in the troposphere and stratosphere (at VHF).

FRASER and KOCHANSKI (1970) and GREGORY and REES (1971) initially showed
that SA measurements at MF and HF in the D region produced reliable winds,
STUBBS and VINCENT (1973) and STUBBS (1973) then showed that the SA method
agreed well with meteor measurements of winds at 80~100 km altitude. Further
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Figure 4. An example in which specular VHF backscatter is very strong
(graph a) but off-vertical backscatter (b,c) is hidden in the noise.
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spectra after averaging in frequency blocks. The smooth curves
represent a best fit Gaussian plus offset.
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comparisons with meteor measurements by WRIGHT et al. (1976) also showed good
agreement. VINCENT et al. (1976) compared the SA method to measurements of D~
region winds made by rocket techniques, and again good agreement was obtained.
BRIGGS (1977a) presented further comparisons with meteor measurements. Measure-
ments of means winds at Adelaide, Australia (e.g., VINCENT and BALL, 1981) and
Saskatoon, Canada (e.g., MANSON et al., 1981) show that these means are

" consistent with accepted models of mescospheric circulation,

In the troposphere and stratosphere, several sets of SA measurements have
been compared to wind measurements made by more conventional meteorological
means. The first such report was by ROTTGER and VINCENT (1978). Good agreement
was found between balloon measurements and VHF SA wind measurements. Likewise,
results presented by VINCENT and ROTTGER (1980) showed similar good agreement,
Subsequent comparisons by ROTTGER (198la,c) and ROTTGER and CZECHOWSKY (1980)
have also given no cause to doubt the SA method., More tests are probably
neceseary, but there are certainly no grounds yet on which to reject the method,

Recently, the Physics Dept. at the University of Adelaide, Australia, has
modified the Buckland Park aerial array (which is used at 1.98 MHz to observe
the ionospheric D region) to allow Doppler measurements of D~region horizontal
winds, An example of a comparison between the SA method and the Doppler method
is given in Figure 5. The Doppler beam had half-power, half-width of 4.5°, and
was tilted at 11.6° from the vertical. The comparison was prepared by I. Reid
and R, Vincent (private communication)., Agreement is good; the differences can
be attributed to vertical mean motion, since the horizontal winds determined by
the Doppler method have been estimated under the assumption of zero vertical
velocity. The effect discussed in connection with Figure 3 may also be
important., HOCKING (1983b) also presented comparisons of SA and Doppler
measurements, and again agreement was favourable,

The very fact that regular oscillations in winds are observed with the SA
method in the D region, and that these have a cutoff at periods less than the
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Figure 5. A comparison of wind measurements by the spaced antenna
and Doppler methods, using an HF radar (REID and VINCENT, private
communication).
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Brunt~Vaisala frequency (e.g., VINCENT and BALL, 1977; MANSON et al., 1981)
further suggests that the SA method does measure gravity-wave winds, and not the
phase velocity of the gravity wave.

DISCUSSION AND CONCLUSION

Evidence has been presented that the SA method is a reliable means of
measuring neutral wind velocities in the mesosphere (at least at medium and high
frequencies) and in the troposphere and stratosphere (at VHF). Some specific
objections to the SA method has been considered, and it was concluded that the
scales of gravity waves in the atmosphere, and the intermittency in space and
time of specular reflectors, ensure that the SA method is generally quite viable
when data lengths of less than 1 min are used, at least for the atmospheric
regions and radio frequencies considered. (These arguments do not apply when
total reflection and extremely short period waves (< 3 min) are involved.)
Further, the correct use of acceptance (rejection) tests in the SA method is
emphasized, These tests must be applied in any SA measurements,
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3.2B SPACED ANTENNA DRIFT
0. Royrvik

Aeronomy Laboratory
Department of Electrical Engineering
University of Illinois
Urbana. IL 61801

INTRODUCTION

The spaced antenna drift (SAD) technique has been used extensively for
measuring horizontal wind by MF/HF radars (BRIGGS et al., 1950). Recently
it has been suggested that this technique could also be successfully used by
VHF radars (VINCENT and ROTTGER, 1980) and that it would be superior to a
Doppler—beam-swinging (DBS) technique because it would take advantage of the
aspect sensitivity of the scattered signal, and also might benefit from returns
from single meteors. It appears, however, that the technique suffers from
several limitations. On the basis of one SAD experiment performed at the very
large Jicamarca radar it is concluded that the SAD technique can be compared in
accuracy to the DBS technique only if small antenna dimensions are used.

A SAD experiment was run on the Jicamarca radar on October 17, 1981. The
full antenna was used to transmit a 20 usec pulse vertically, amnd the west,
north, and east quarter sections were used for separate reception of the
scattered signal. The 3 dB beam width of the transmitting antenna was only one
degree, and the separation of the receiving antennas were 150, 150 and 211 m for
the different pairs of antennas in the triangle. Horizontal velocities were
calculated using the method of similar fades (BRIGGS and PHILLIPS, 1950 and
FOOKS, 1965).

Minute-by-minute horizontal velocities were attempted calculated for five
altitudes from 67 km to 79 km in the region of strong scattered power. Only
about 50Z of the minutes yielded a successfully calculated velocity. and a large
fraction of these velocities were unreasonably large (>100 m/e). This compared
to the vertical velocity that was successfully calculated in more than 90% of
the minutes. Only by rejecting such large velocity points, and averaging the
remaining velocities for one hour was it possible to get somewhat reasonable
results. The reasons for this limited success are multiple, and since they all
affect different size radars to a different degree we shall consider them
separately and not try to give any detailed blame for the problems.

DEPENDENCE ON ANTENNA SIZE

It is possible to use separate transmitting and receiving antennas and thus
the spacing between the receiving antennas can be chosen randomly. However,
since it is more convenient to use sections of the transmitting antenna for
reception we will comsider only this possibility. BRIGGS and VINCENT (1973)
have shown that such an arrangement results in a reasonably large cross
correlation between the signals in any two antenna sections regardless of the
actual antenna size, if it is assumed that the scattering is isotropic.

We shall first assume semi-isotropic and homogeneous scattering and show
that the accuracy of the calculated horizontal velocity depends on the antenna
size. We will also assume that the signal-to-noise ratio is large.

The true drift velocity of the irregularity pattern over a one~dimensional
surface is given by (FOOKS, 1965)
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2
L
t v
d
Here V' = 3 and V' = ;—'where Tg is the time delay at which the auto-
correlation functlon has®a value equal to that of the cross—correlation function

at zero time delay. It can be shown that 14 is a function of both the true
drift velocity V, and the true fading velocity V. and can be expressed as

(BRIGGS, 1980).

- 2 2.~1/2
Ts kTO.S(l * vt /vc )

TO 5 is the half-correlation time after the effect of the mean drift has been
removed and k is a constant. Then combining these equations we get

2
v
' .
v = dt a4 t ) (1)
t kZT 2 v 2
0.5 c
At this point we make an assumption that can be shown to be valid for the
Jicamarca radar and other radars with antenna dimensions of more than one
hundred meters. The inequality
2 2
Vt << VC
reduces the equation (1) to
v = 94T (2)
t k2T 2
0.5

As long as the correlation time is mainly a function of internal changes in the
irregularity pattern and not dependent on the drift velocity the width of the
peak in the cross—correlation function will be constant regardless of the
amplitude of the drift velocity. The accuracy with which the location of the
peak in the cross—~correlation function can be determined is proportional to the
width of the peak.  This means it is easier to find the location of the maximum
in a narrow peak, than in a broad peak., Thus it seems reasonable to introduce
a fixed error At' in the measurement of 7' since the half-width of the
correlation function is virtually constant as a function of V as long as

V << ¥V . Thus equation (2) yields

- dt d '
Vo + AV, 2, 2 + 2, 2 AT (3)
0.5 0.5

Equation (3) expresses two related results. First, since the true velocity V
is not dependent onm the antenna dimensions it is clear that an increase in d

will decrease the time delay to maximum cross—correlation t'., Also since Ar'
is assumed to be constant we see that an increase in antenna dimensions will

increase the error in the calculated horizontal velocity AVt.

t

In discussing these results it is appropriate to emphasize the findings of
BRIGGS (1980) that the DBS and SAD techmiques both rely on scattered signals
from several off-vertical directions to measure horizontal velocities in the
ionosphere, Larger off-vertical look angle will give better horizontal velocity
estimates if the DBS technique is used. Thus the most natural conclusion is
that also the SAD technique would give better measured horizontal velocity with
increasing beam width, or smaller antenna dimensions. This is of course in
accordance with the results of equation (3).
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Summarizing, it.is concluded that for large antenna dimensions, comparable
to the Jicamarca radar, individual irregularities in the ground pattern last
only a fraction of the time it takes to cover the distance separating receiving
antennas, and thus it is natural that the horizontal drift velocity should be
difficult to measure,.

MEEK et al. (1979) have suggested using the normalized time discrepancy
(NTD) as one measure of the accuracy of individual velocity measurements. A
value of NTD of less than 0.2 has been advocated as a reasonable criteria for
accepting the calculated horizontal velocity. It is clear however that NTD
depends not only on the accuracy with which the time delay of the peak in the
cross correlation can be measured, but also on the velocity of the pattern over
the ground. 1In the extreme case of almost zero velocity and a finite pattern
correlation time the equation

[Zr, "+ Aty
NID = ] L
i, .t + A,
1] 1}
reduces to
|za,.*]
i
NTD =
zlat,. ']
1]
where At..' is the error in measuring 7;.'. Since individual AT;.' are expected

to be stgeistically independent NTD (V +°0) is expected to be randomly
distributed between zero and one., 1If Arj;' is kept constant and Ty; is
increased as a function of increasing velocity it can also be seen ghat NID will
decrease, Thus using NID as a measure of reliability of the horizontal wind
will tend to select measurements with high wind values, In Figure 1 the
relationship between NTD and measured wind velocity have been plotted, and as
can be seen the average wind velocity measured decreases as the NTD increases.
It is concluded that NTD is not very useful as a test of the accuracy of the
wind measurement, and using it can systematically change an averaged wind value.
However, in practical situations use of NID is more serious for a large radar
antenna like the Jicamarca than it is for the substantially smaller SQUSY-VHF
radar (ROTTGER, 1981).

28 4 .

VELOCITY (m/s)
o
T
1

NTD

Figure 1. Normalized time discrepancy as a function of ionospheric
velocity averaged for the time 9:40 to 12:30 LST and for all
altitudes.
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REFLECTION FROM STRATIFIED LAYERS AND METEORS

It has been suggested that the SAD technique is superior to the DBS
technique because it takes advantage of the additional power received from the
vertical direction from partially reflecting stratified layers where such layers
exist (VINCENT and ROTTGER, 1980). However, it can be easily shown that only
that part of the signal that comes from the off-vertical direction gives any
information about the horizontal velocity, and the larger off-vertical angle
the better (ROYRVIK, 1983). It then becomes a matter of superposition of
useless vertical signal, and useful off-vertical signal. It should be obvious
that the more aspect sensitive the scattered/reflected sigpal is, the more of it
can be attributed to the useless vertical signal, Thus increased aspect
sensitivity decreases the signal-to—noise ratio where the noise is in the form
of useless vertical signal. So no advantage is had from an increase in aspect
sensitivity, and thus the SAD technique cannot benefit from measuring it. On
the other hand, it can be argued that the DBS technique has an advantage because
it can more easily distinguish between the enhanced signal in the vertical
antenna, and the really useful signal in the off-vertical antenna however small
this signal may be.

It has also been suggested that the SAD technique could calculate the full
velocity field from one single meteor (ROTTGER, 1981). This is clearly not the
case since the irregularity pattern on the ground resulting from a long train of
irregularities would be a series of semi-parallel lines. Drift of the meteor
trail perpendicular to the trail direction would omly shift the lines in the
parallel direction and thus produce no observable fading in the returned signal.
It is also questionable whether the velocity parallel to the meteor trail could
be measured since the SAD technique assumes an eliptical irregularity patternm,
whereas the actual pattern is a series of parallel lines. 1Im any case, great
care should be taken in using meteor echoes since contamination can result from
both saturation of the receiving system and reflection from the traveling meteor
head. This applies to both the SAD and the DBS techmiques.

It is concluded that the most useful size of a SAD antenna is such that the
irregularities on the ground on the average, drifts from one receiving antenna
section to another in one half-correlation time (ROYRVIK, 1983). Assuming
correlation time of a VHF signal of 1 s and horizontal velocities of typically
15 m/s in the mesosphere, a transmitting/receiving antenna 60 meters on a side
would be ideal. Larger antennas, although they may increase the signal-to-noise
ratio, only degrades the performance of the SAD radar,
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3.3A AN EVALUATION OF THE ACCURACY OF SOME RADAR WIND PROFILING TECHNIQUES
A. J. Koscielny and R, J. Doviak

National Severe Storms Laboratory
1313 Halley Circle
Norman, OK 73069

INTRODUCTION

Major advances in Doppler radar measurement in optically clear air have
made it feasible to monitor radial velocities in the troposphere and lower
stratosphere. For most applications we want to monitor the three dimensional
wind vector rather than the radial velocity. Measurement of the wind vector
with a single radar can be made assuming a spatially linear, time invariant wind
field. The components and derivatives of the wind are estimated by the para—
meters of a linear regression of the radial velocities on functions of their
spatial locations. The accuracy of the wind measurement thus depends on the
locations of the radial velocities.

PETERSON and BALSLEY (1979) point out that a tradeoff exists for a given
technique between the accuracies of horizontal and vertical component measure-—
ments. Because we usually need to measure the three components of wind with
different accuracy and as inexpensively as possible, we are led to evaluate the
suitability of some of the common retrieval techniques for simultaneous
measurement of both the vertical and horizontal wind components, The techniques
we will consider are fixed beam, azimuthal scanning (VAD) and elevation scanning
(VED).

ERROR ANALYSIS THEORY

The estimation of the parameters of a linear wind field from radial velo-
cities is discussed by KOSCIELNY et al. (1982). The measured radial velocity A
can be modelled by a linear regression equation of the form

v, =P K+ e 1

where P, is a row vector of regressor variables which are functions of range r,
azimuth 9, and elevation angle 0¢; Ky is a column vector of m parameters, The

measured v,., a reflectivity weighted mean of radial velocities within the
radar's resolution volume, can contain errors € due to nonuniform reflectivity,

turbulence, targets such as hydrometeors that move relative to the wind, and a
nonlinear wind, It can be shown that, given n measurements of Vs least
squares estimates of Km are computed by

- T -1 T
K = (an an) (an vn) (2)

where T indicates transpose and P is an nmm matrix of the regressor variables
corresponding to the n radial velocity measurements in V,,, Measurement errors
in the radial velocities produce uncertainties in the estimate Kp and the
covariances of Ky about X, are given by

c =( Tp )yt 2 (3)
mm nm nm €

where 092 is the variance of ¢,
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If the wind field has variations not modeled by (1), the K_will be biased
and the amount of bias B_ is given by the product of a known alias matrix Ay
with the vector K, of the % unknown parameters of the wind field mot includeﬁ
in K . Thus

Bm = Amz Kl (4)
where
_ T -1 T
A, = (an P ®_ Pnz). (5)

Pnz is a matrix of regressor variables for the components not included in (1),

The various techniques referred to in the introduction assume the wind to
be uniform (i.e., the first and higher order derivatives are zero) over the data
analysis volume. However, because w cannot be uniform for any appreciable depth
of the troposphere (i.e., w must be zero at the earth's surface), the horizontal
wind can never be uniform at all heights. Thus we must account for errors
produced by wind shear. We propose to analyze the errors in these techniques by
computing the bias 3nd variance of the least squares estimates Ry with
assumptions that 0_“ is constant and the wind field is actually linear. Thus K3
contains the three uniform components u,, v,, W, and Kg contains the 8 spatial
derivatives (ux, U,y Vgy Vy, Ut Vo, Wy, w&, w,) of the linear wind. In our
evaluation and compariBon of techniques, we assume that a total of n measure-
ments are available for each and these n measurements are distributed in space
to estimate wind at some height h.

(a) Fixed Beam

We consider a configuration for the fixed beam technique in which three
beams, one verticl snd two off-vertical at elevation 6,, are sampled. The off-
vertical beams usually have perpendicular horizontal projections; for
convenience, we will consider them to have azimuths 0° and 90°. The total
number of radial velocity measurements for a height h for all three beams is nj
for generality, we let the number of vertical measurements be N.

The bias and variance properties of the estimates ﬁér= (u,, v, w,) are

computed in Appendix 1 using (3) and (5), and we find that, for n = 3N,
2
R . g 2 2
VAR(d ) = VAR(V ) = -5~ . 3 . (Bec“s + tan“p )
o n e e
2
VAR(w ) = — 3 (6)
) n
a u cotg + w
o x e x
Bias | v > h| v cotg + w @)

BN

The bias equation is approximate because we have used h¥rsinf, which should be
appropriate for r<30 km. From (7) we see that the bias due to spatial
derivatives is a linear function of height which is expected because the beam
separation is linearly dependent on h, In addition, we see from (6) and (7)
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that the variance decreases with n, but that the bias cannot be reduced by data
averaging.

(b) Azimuthal Scanning

In an azimuthal scanning technique, usually called VAD (Velocity
Azimuth Display), data along a circle centered on the radar are used to
directly estimate the components of the uniform wind field., The results of the
bias and variance equation evaluation, in Appendix 2, are that

2
o

€ 2
a 2sec ee

VAR(3,) = VAR(v,)

- g 2 2
VAR(w ) = —=— + csc”0 (8)
o n e
u |_wx
Bias | v T hiw (9)
o y
~ 2
v, 1/2(ux+ vy) cot ee_l

(¢) Elevation Scanning

In the elevation scanning (Velocity Elevation Display) technique,
radial velocities at a height h are collected for elevation angles
80$0o$180-8,. We assume I data are collected for the two azimuths 0° and 90°
so both horizontal compon&nts are measured, It is shown in Appendix 3 that

2

) A 4(n-20_)
VAR(uo) = VAR(VO) ="n - {Tr—Zeo-sin(n—Zeo)}
N 2(n-20)
VAR(WO) = {ﬂ—260+sin(n—290)} (10)
i w
° X
Bias | v = bl w (11)
AO y Tr—Zeo—sin('n—ZOO)_'
(u+v) .,
Vo x y n-260+sin(1r—260)—‘

ERROR COMPARISON

The results of our analysis of the three techniques,, summarized in Table 1
show the variances of the wind estimates all depend on ¢ “/n. Since the
variance of an average of n independent data is ¢ “/n, wk will divide this
quantity by the variance of the estimate of the wind component. Because of its
similarity to the usual statistical definition, we term this quantity the
efficiency of the estimate.

The variation of the efficiences of the horizontal wind estimates with
elevation angle are shown in Figure 1. The VAD technique has the highest
efficiency of the techniques for all elevation angles, 1In addition, the VAD
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maintains reasonmable efficiency to larger elevation angles (75°) than either
fixed beam or VED.

Figure 1 shows efficiencies monotonically increasing as O_ gets smaller.

But for measurements at a constant height the range increases when ee
decreases, Because echo power reduces in proportion to the inverse sSquare of
range (assuming the echoing layer scatters isotropically and is horizontally
homogeneous) the signal-to-noise ratio (SNR) falls as 6 _ decreases. If
measurement errors are solely due to thermal noiie and §NR is less than one
ZRNIC' (1979) shows that measurement variance ¢_“ is proportiomal to (SNR) 4,
The effect of decreasing SNR as 6, becomes smali is to increase 082 as csc 6.3
the efficiency of the horizontal wind measurements thus vanishes as 8¢ goes to
zero, However, the variance o 2 includes meteorological effects such as 2 -2
turbulence that, in our experience, places a lower bound on ocz of about 1 m"s ~,
Because we are mainly concerned in this paper with elevition'angles larger than

_40° and, consequently, ranges less than about 30 km, o can be regarded as a
constant. i

The efficiencies of the vertical velocity estimates are shown in Figure 2.
The VED has the highest efficiency, but for large elevatign angles the VAD is
comparable, The fixed beam has_a constant efficiency of 3.si.nce the number of
vertical estimates is fixed at £

The biases of the estimates show a linear dependence on the height h., To
normalize bias errors, we assume h = 1 km, so the bias for greater heights can
be simply computed. The biases depend on the value of unknown spatial -3 -1
derivatives. Following WALDTEUFEL and CORBIN (1979) we use u = v_ = 10" s
and w_ = w_ = 107%8™* as maximum values, The biases thus com%uted are shown in
Figure 3 £dr the horizontal components and in Figure 4 for the vertical
component. The asymmetry of the beam locations about the vertical for the fixed
beam technique produces a horizontal wind bias due to u, and v, which decreases
as cot8,. The horizontal wind biases for the VAD and VED are ¥he same and are
constant with elevation angle. For the fixed beam techmique the vertical velo-
city is not biased by any derivatives. The vertical wind bias in the VED and
VAD decreases with increasing elevation angle.

In conclusion, the vertical velocity wvariance and the bias errors can be
decreased by using larger elevation angles, The variance for horizontal
components increases with elevation angle but can be controlled to an extent by
data averaging. Because bias increases with height, the higher altitudes may
require a vertical measurement for vertical velocity.

(a) Example

The bias the variance equations can be used to choose an elevation angle
for profiling. For example, suppose we wish to profile the winds at 5 km using
360 measurements with o, = 1 m-s”l, The root mean square errors (bias squared
plus variance) for the horizontal and vertical components are shown in Figures 5
and 6 for each of the techniques., We have kept vertical and horizontal errors
separate because vertical velocity is much smaller and requires greater -1
accuracy. If we require horizontal and vertical velocity accuracies of 1 m-s
and 0.1 m-s = respectively, we would use an elevation angle between 83° and 85°
for the VAD and 77° and 81° for the VED, Because of the bias error, the fixzed
beam horizontal wind error is 1.5 m-s — or larger.

POSSIBLE IMPROVEMENTS

The analysis of the previous section suggests some simple improvements that
can be made td increase the accuracy of the measurements.
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(a) Fixed Beam with Error Minimization

The wind estimate efficiencies for the fixed beam technique can be improved
slightly be collecting a specified number N of vertical data., Minimizing the
first diagonal element of the matrix in (Al.l), which is VAR(uo) = VAR(vo)
gives

N sing
L - A (12)
n /ﬂsinﬁe

8o N would vary from § at 6, = 45° to about 0.4 n for 6, near 90°. The

efficiencies are shown in Figure 7 for u, and Figure 8 For Woe It can be seen
that for 0, > 45°, the efficiency of estimating i is unchanged but is slightly
improved for w °
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The size of the variance contribution (i.e., © 21:¢m29el}l) from the

vertical velocity bias removal appears to indicate that it might be better to
ignore the bias error (wotane ). However, for observation time intervals of
several minutes, a mesoscale value of w, should be used. For large elevation
angles, (ee 2 75°) the bias error could be several meters per second or larger.
For tropospheric observation under all conditions, the bias should be removed if
a horizontal velocity accuracy of 1 m.s — is required.

(b) Three Off-Vertical Beams

For some applications, ground clutter presents a problem for vertical
measurements, The fixed beam technique with three off-vertical beams with
elevation 0, and azimuths 0°, 120°, 240° is analyzed in Appendix lb, The
analysis shows that the variances (and efficiencies) of the estimates are
identical to those for the VAD technique (compare Figures 1, 2 with Figures 7,
8).. The biases for the u, estimate is very similar to the fixed beam with one
vertical but the w, estimate is biagsed as shown in Figure 9,

(c¢) Application of the Continuity Equation to VAD Data

Vertical winds as small as few centimeters per sec are important in fore-—
casting and, as noted earlier, w, should be estimated with more accuracy than
the horizontal components. Because of ground clutter it may become very
difficult to estimate the radial component of air motion when the beam is
pointed near the vertical since the radial velocities will have values close to
zero, We now show that by assuming a linear wind field and applying the mass
¢ontinuity equation, we can estimate vertical wind, averaged over the circle of
measurement, with the required accuracy. When mass continuity is applied, we
will call the techmique indirect whereas the previously discussed techniques
(e.g., VAD) are direct measurements of w.

Two VAD modes in which vertical soundings can be made are fixed 0,
variable r, and variable 0, fixed r. With variable r however, the horizonmtal
area for which w,is representative varies, so we prefer the second mode.
Divergence is estimated by -applying Gauss's theorem to the volume V (see Figure
10) enclosed by the area 5, at constant range from the radar and the area 8,
at constant height (DOVIAK and ZRNIC', 1983)., Applying mass continuity and
integrating gives an areal averaged w,
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o 10 20 30 40 50 60 70 80 90
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Figure 9. Vertical wind biases for the same techniques as
described in Figure 7 captionm.
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Figure 10. Geometry to estimate vertical velocity
averaged over the circular area 8j.

—ZePh h

- T -Th
= 13
V= on2/e)r fo e 'C_(h)dn (13)
where 1 = gM/RT is the average lapse rate of air density versus height and
: 1 27
Co(h) =57 fo vrrdq; (14)

is the average radial velocity around the circle of measurement,

To f£ix the number of measurements at n, we assume M values of v, are
made on each of L circles spaced at intervals Ah from h=0 to h=hm. Then

M
C (h) = ) v ‘ (15)
o m=l rm

=

If all the radial velocities are independent with the same uncertainty, then

4 eZFh

r2(1_h2/r2)2 N n

VAR{w] =

b VAR[v ] { 1-g~2Th } (16)

ar

For a direct measurement with a vertical beam VAR[w,] = VAR[v, ]/N. If we

require that, for our maximum height hm, VAR [w] = VAR[wO], then the range can
be found by solving

Th rz [ h 2
2rh, = gn {1 + & tl-—%—

n
N (17)
T

Because of the accuracy needed for vertical velocity estimates, the number N of
vertical data will be much larger than the n-N data for horizontal wind
component estimation. Thus in (17) we can assume n/N=l, Using h, = 10 km,

T = 0,113 kol in (17) gives r=40 km, so 0,,*14°, For heights lower than h ,
VAR[W] is less than for a direct measurement. m

To compare the variances for direct and indirect measurements, assume that
we have n/10 measurements at each level for estimating u,, v,, and w, at each -3
of 10 levels spaced 1 km apart. Solvi&g (16) assuming a specified VAR[w] = 10
mls~2 at hy = 10 km with VAR[vr] =1 m“s”2 gives n = 1080. So there are 108
data at each level and, from (8) VAR[u,]=2x10"2m?s~2, With 108 data at each
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level for the direct VAD measurement techniques, the VAR[w,] is larger than
that obtained using the indirect method even with 8 = 90°, Because w_ needs
to be estimated with better accuracy than u,, Vo COBBLdEI' that most measure-
ments are made with a vertical beam. We need at least & data spaced 90° apart
on a circle at each level in order to remove the bias in Uy, Vo due to uy, vx
(Equation 7). Thus from (8) we have VAR[u,]20.5 w?s~2 which should be
satisfactory for horizontal wind estimates but which is an order of magn:.tude
larger than obtained by the indirect method. Furthermore, we have at most 104
data availabl at each level for the vertical beam with the comsequence that
VAR[wo] 1072 mf 2, an order of magnitude or more (at h<l0 km) larger than

obtained using the indirect method. A comparison of these variances is shown in
Figure 11,

In reality, the variances for the indirect measurement technique may not be
this much smaller, since we have neglected the dependence of signal strength
(and VAR[vr] with range. However, this analysis has shown that the indirect
technique does not require a tradeoff between vertical and horizontal variance.
It offers the advantages of low variances, an areal averaged vertical velocity,
and requires no assumption about the spatial structure of the wind to measure
vertical velocity.

SUMMARY AND CONCLUSIONS

We have examined the errors in three radar techniques (three fixed beams,
VAD, and VED) used to directly measure the three components of the wind,
Equations were derived for the bias and variance of the uniform wind components
estimates under the.assumption of a spatially linear, time invariant wind field

: I .1, (1) I
L ‘ ——— INDIRECT MEASUREMENT .
= DIRECT MEASUREMENT
n = 1080
VAR (o] '
108 e e e o2 IS — Y,
o o p
[ - -
“ L ] =
. € L 4 *
J E i i &
s 7 . 1 €
=5 VAR [Uo} z
<§_ >
s
. > 10'3:- - 102
1074 1 A L I W 103
2 4 6 8 10 12
HEIGHT (km)

Figure 11. Comparison of wind estimate variances
for direct and indirect techniques.
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and a constant radial velocity measurement error. The measurement errors
produce variance in the estimates and the linear wind shear biases the
estimates, The variance of the estimates can be reduced by averaging more
measurements but the biases cannot. Thus, for these direct measurement
techniques, the selection of an elevation angle for simultaneous observation
requires a compromise based on the required accuracy of the measurement.

We have also examined the errors for an indirect measurement technique
based on Gauss's theorem with an equation of continuity constraint. ITwo
advantages this indirect technique offers are that it does not require any

assumptions about the spatial structure of the wind to measure vertical velocity
and that its error variance can be smaller because it does not require a

vertical and horizontal measurement variance compromise.
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APPENDIX 1.,

ANALYSIS OF THE FIXED BEAM TECHNIQUES

For the fixed beam technique with one vertical, and two off-vertical beams at
elevation 9., azimuths 0° and 90°, we find, following the notations of KOSCIELNY
et al. (1982), that

o -
cosSe 0 sind
(repéats (n-N/2 times)
P = 0 cosf sin =P
oo (repeats (n-N)?Z times) n3
0 0 1
(repeats N times)
L. —d
Arvvieunid
£2:§l~c0829 0 i&:ﬂl cosf +sinb
2 e 2 e e
Tp = (2-N) c0829 ) (o-N) cosb +sind = p.Tp,
oM nm 2 2 e e 3°3
N + (a-N) sinzee

o]
Since this is a symmetric matrix, we_have not euntered the identical terms below

the diagonal elements, We invert P3TP
to reduce it to the identity matrix. %
matrix reduces it to [P3TP3]”1 (ANTON, 1981).

T -
(RyP,)

VAR(GO)

by performing a sequence of row operations
erforming this same sequence on the identity

Thus
ZSecze tanzé tan29 tanf
e 4 e e - e
n-N N N N
1 Zseczee tanzee tanee
= Py + N -5 (Al.1)
1
| N
For an equal number of measurements on each beam, 3N=n and
- 3o 2 2 5
= VAR(VO) = (sec ee + tan Ge) (Al.2)
30 2
= —E£ A1.3)
n {al.

VAR(WO)

The biasing of the estimates by the derivatives of the linear wind can be com-

puted from the alias matrix of (3).
vertical derivatives cause no bias.

nl

—y

r cosze
e

ve D o see O e

0 r cosB _+sinb

. e- e
cosze 0

- e .

0 4

r cosf® +sinb
e e

Since the analysis is for constant height, all
Thus, for equal numbers of measurements,

oy

sre O

¢« e




Agy {anTan]—l anTPnl and performing the multiplication gives
;—cose r sind
e e
A34 = 0 r cosee 0 r 31n6e
0 0 0 o
-
Using the approximation harsin ee
‘h cotf 0 h 0
e
A34 = 0 h cotee 0 h
0 0 0 0
.
T
and K2 = [ux, vy, Vs wy).
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(Al.4)

For the fixed beam technique with three beams at elevation ee and azimuths 0°,
120°, and 240°, we find that

°ecosf
. e

*cosf
e

.
.
.

*cosb
e

2 secze
[ -}

sin0°
P = |sinl20°
nm
sin240°
L
so
n
T -
(an an) N
and
T -1
@ 2 )=

cosO°-cosee

.
.
.

cosl120°+-cosh
e

c05240°-cos6e

n c0s26
e

2 secze
—t

The alias matrix can be computed as before.
function for deformation is nonzero so

siné
N e

.
.

siné
e

.
*
.

sin@
. €

For this case the predictor

(Al.5)
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2 L]
0 0 r cos Be 0 r sinee'cosee
P = —abr.cosze azr.cosze bzr.cosze ar cosé :sine -br siné :cose
o1 . e . e . e e, e e, e
abr cosZG azr c0329 b2r cosze ~ar cosd +sinb ~br sin® °cosb
. e . e . e e, e e, e

where a = v3/2 and b = 1/2. Computing A as before,

h cotee ]
3 0 0 h 0
~h cotee h
~ = 1.6
Agg 0 2 0 0 3 (a1.6)
2 2
h cot ee h cot ee ‘ h cot®
0 0 4.con
2 6 3

T
and Kk = [uy + Ves U vy, LA wy].

APPENDIX 2. ANALYSIS OF THE VAD TECHNIQUES.

For the VAD technique, n radial velocity data are collected on a circle at
height h. So

cosee'sin¢l cosee-cos¢1 sin e
an = cosee:sin¢2 cosee:cos¢2 si?ee
cosee'sin¢n cosee'cos¢n sinee
and
I cosze -sin2¢ z cosze *sing, cos¢ L cos@ +sing -s'm;-
e i e i i e e SiNPy
p Tp = z cosze -cosz¢ L cosf® +sinf -cos¢
nm nm e i e e i

% sinZ6
e

where all summations are for i=l, 2,..., n. To simplify P TP ,Wwe approximate
nm nm
the summations by integrals. For example,

2 - 2. n 7 2 _n 2
£ cos”®  sing; ¥ cos®_ - {“ sin“¢dp =7 cos0_.



A similar evaluation of the remaining summations gives

n c0526
—_—
2
P TP =
nm  nm
R
Thus
—
2 gec 8
e
n
T ~1
G SRR
and
2
~ "~ de
VAR(uO) = VAR(VO) laruy
2

VAR(‘:} ) = ——E—.CSQZQ
Q n e

To find the bias caused by negLF

'e compute the alias matrix where
t constant height,

cosee-cos¢l-sin¢l

=71 cosee cosee:cos¢2-s1n¢2

cosee-cos¢n-sin¢n

n

0 0
n 2
> cos ee 0
n sin 0
e
0 0
2 sec” @
e 0
n
csc ee
n
P
2 sec”®
e

cting the parameters of a line
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(A2.1)

(A2.2)

ar wind field,

= + . i
K5 {uy Vs U, vy, Vs wy] For analysis
cosee-sz_n¢l cosee°cos¢l 51nﬂe-s1n¢l 31n6e-cos¢l
cosee:31n¢2 cosee:cos¢2 slnee:s1n¢2 81n9e:cos¢2
cos® +sin¢g cosb_+cosd sin® «sing sin@ .cosd
e n e n e n e n
——

erforming the matrix multiplications in (5), approximating summations by integrals,

nd using h:rsinee gives

-
0 0 0 h 0
A35 = |0 0 0 0 h
h cotzee h cotzee
0 3 3 0 0

(a2.3)
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APPENDIX 3. ANALYSIS OF VED TECHNIQUE.

In the VED technique, the azimuth is fixed and the elevation angle is scanned.
The range r is selected so the data are for a constant height h. To measure both
horizontal components, another azimuth, preferably at 90° to the first, must be
scanned. We assume - data are collected for each scan. For convenience, we
introduce the horizontal distance s which is directed along the azimuth ¢. We
make estimates of a horizontal component u, (directed along s) and the vertical
component LA The predictor function matrix is

cosel 31nel
an = 00?62 s1?62
cos@ sing
n
so
2 .
Z cos 6, L cosH,*sind,
p Tp - i i i
nm nm

T sinZe,
1

where the summations are for i=1, 2,..., B and Bi is the elevation angle.
Approximating the summations by integrals)

s a n—eo 2 a (H—ZGO) - sin 260
L cos 6i S Ez;:ia—y fe cos 6de = % T
o o o
L sinf, cosB, ~ 0
i i
. Sinze .n (ﬂ—260) + sin 260
4 =20
o
So ——— ———y
i (77-260) __] 0
n (n-26 ) - sin 28 _J
o o
@ 'z )7t =
4 (r=20 )
0 4 [°)
n (n-26 ) + sin 26
o o
hoemmens J—
and
. R 082 n—Zeo -1
VAR(uo) = VAR(VO) - 4 (n-zeo) - sin6290
2 (A3.1)
Ge 11—290

VAR(WO) R 2 (n—Zeo) + sin 260



209

The variance of LA is halved since we assume the results from the two scans

will be averaged.

The bias by the linear terms is again computed by the alias matrix.
prediction functions corresponding to the excluded parameters are

—

x coszel

_ 2
Pnz = r co? 62

T cosze
n

—ng

T sinel‘cosﬁl

r sin62~cosez

r sinf -cosf
n n

p—

The

Performing the matrix multiplications, approximating summation by integrals and

using hir sin® gives

e

0 h

22 (1—260) -~ sin 29o

h

For the combined analysis of two scans at 0° and 90°,

36

h

(n—26°) + sin 260

(n—26°) - sin 26;]

0 0

0 0

(ﬂ—260) - gin 29

e

- h
(ﬂ-Zeo) + sin ZBQJ (ﬂ—ZBO) + sin 28

and the vector of excluded parameters is

K4 = (ux, vy, W wy).
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3.3B ESTIMATING UNBIASED HORIZONTAL VELOCITY COMPONENTS
FROM ST/MST RADAR MEASUREMENTS: A CASE STUDY

W. L. Clark, J. L. Green and J. M. Warnock

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, CO 80303

In this paper we present a self—editing quick-look procedure in use at the
Sunset radar (GREEN et al., 1979) for determining relatively unbiased hourly
estimates of the u and v components of the wind with an example application to
data taken when a jet stream was overhead. The technique presented here should
be applicable to all height ranges, though only ST results are presented here.

ESTIMATING THE HORIZONTAL WIND COMPONENTS

The vertical wind component, w, may be measured directly by pointing the
radar beam straight up. The east and west components of the wind, u and v,
however, must be estimated by projecting to the horizontal plane the radial
velocity, vr, actually observed by pointing the radar suitably off zenith (see
Figure 1):

u= [vr * csc(T) — w * ctn(T)] * sin(A)
v = {vr * csc(T) -~ w * ctn(T)] * cos(A)

vhere T is the zenith angle and A is azimuth angle measured from north. The
above equations apply when the sign of vr is taken positive for a reflecting
volume moving away from the radar., At most ST/MST radars the azimuth angle A is
restricted to a multiple of 90 degrees, so that the cos(A) and sin(A) factors
merely provide the proper sign.

PRACTICAL IMPORTANCE OF THE W TERM

A rough estimate of u or v may be obtained by neglecting the vertical
motion term. Figure 2 exhibits the error thus produced in these estimates for
various values of w. Note that for a value of w greater than .27 m/s, an error
in u or v greater than 1 m/s is produced for the typical zenith angle of 15
degrees.

Time series of vertical velocities observed at the Sunset radar located in
the foothills about 12 km east of the continental divide and at the Platteville
radar in the plains 60 km further east are shown in Figure 3 (ECKLUND et al.,
1982). Supposing that we want u and v components accurate to 1 m/s we see that
for the mountain location the .27 m/s threshold of w is nearly always exceeded
during this period in March. At the Platteville radar, on the other hand,
perhaps only a third of this nearly three week period contains velocities which
excede the threshold. However, the periods that do need correction tend to
appear in the later part of the day, and could cause a systematic diurnal bias.
In any event, this third of the data must be corrected for wvertical velocity
effects if the 1 m/s criterion is to be satisfied.

THE QUICK LOOK

It is not too hard to see from this same figure that the large ws are
often accompanied by large changes in w with time. This presents a problem if
these changes occur frequently enough that the w measured at onme time is not
appropriate to correct radial velocities measured at another, since the vertical
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and horizontal components are usually measured sequentially. The golution, when
it is not necessary to have closely spaced data, is to apply a filter to the
observed components. To obtain hourly values a simple filter choice would be to
take the hourly mean, This would require data editing, however, as a few
non-atmospheric echoes nearly always occur in a long data set. We have chosen
instead, for a quick-look procedure, to use the hourly median, which has similar
characteristics for good data but is more resistent to occasional bad values,
Thus the medians of all the radial components (including w) are found over each
hour, then the u and v are calculated from the projection equations above using
these median values.

A CASE STUDY

A good example of the effectiveness of this technique is demonstrated by
the data taken on March 28, 1983 while a small jet stream was moving over the
Sunset radar. The radar was set to look sequentially im 5 directions as shown
in Figure 1: wvertical, 15 degrees north, 15 degrees east, 15 degrees south and
finally 15 degrees west. This sequence was repeated continuously for four
hours, The vertical direction, of course, provides direct measurement of w over
the radar, two of the orientations provide information on the u and two on the v
component. Figure 4a shows an example of the three components estimated with
neglect of the effect of w on u and v, and Figure 4b the three components
estimated by including the effect of w.

The greatly improved agreement demonstrates the correction is significant
and appropriate., The remaining substantial differences between the two u
profiles and the two v profiles, however, are also of interest., They indicate
real spatial variations due to orographic effects, including a lee wave induced
in the atmospheric flow by the nearby continental divide. In this situation the
seemingly redundant measurements of the horizontal components of the wind are,
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Figure 3. Fifteen-minute-averaged vertical velocities over
Platteville and Sunset, Colorado, for the complete experi-
mental period (after ECKLUND et al., 1982).

in fact, not redundant, They provide information crucial to the modelling of an
atmospheric flow containing horizontal shear,
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3.4A ON THE MEASUREMENT OF VERTICAL VELOCITY BY MST RADAR
K. S. Gage

Aeronomy Laboratory
National Oceanic and Atmospheric Administration
Boulder, CO 80303

ABSTRACT

An overview is presented of the measurement of atmospheric vertical motion
utilizing the MST radar technique. Vertical motion in the atmosphere is briefly
discussed as a function of scale., Vertical velocity measurement by MST radars
is then considered from within the context of the expected magnitudes to be
observed. Examples are drawn from published vertical velocity observations,

INTRODUCTION

MST radar measurements of atmospheric vertical motion have been available
for about 5 years, The first measurements were associated with case studies and
invariably of short duration. More recent observations are nearly continuous
over long periods and provide a basis for evaluating the climatology of the
vertical wind,

In view of the large amount of vertical wind data available for analysis,
surprisingly little has been published. Nevertheless, the vertical wind data
constitutes a valuable resource. I believe that part of the reason that more
has not been done with the vertical winds lies in the lack of suitable
techniques for verification. Alsgo, since the (specular) scattering mechanism
thought to be responsible for much of the vertical echoes seems to differ from
the turbulent scattering mechanism which is thought to cause the off vertical
echoes, one may reasonably question whether the observed vertical velocities are
an accurate measurement of vertical air motion. Furthermore, routine direct
vertical wind measurements have never been available from any source. It is
therefore very difficult to form any independent judgment of the reasonableness
of the observations.

In this paper I shall comsider the meaning and possible significance of the
vertical wind measurement within the context of current knowledge of the
magnitudes of atmospheric vertical motion at different scales.

THE MAGNITUDE OF ATMOSPHERIC VERTICAL MOTION AS A FUNCTION OF SCALE

The magnitude of atmospheric vertical motion varies greatly with scale.
The magnitude of the large-scale vertical motion is very small and has been
determined by inference rather than by direct observation. Small-scale vertical
motion on the other hand has been measured directly by several methods.

Estimates of mean vertical velocities associated with the general circula-
tion of the atmosphere are given by the analysis of NEWELL et al. (1972)., The
largest vertical velocities averaged over a season are on the order of a few
millimeters per second. These values occur in the equatorial zone and are
associated with the ascending branch of the Hadley cell. They decrease
considerably in magnitude in the lower stratosphere. Of course, larger vertical
velocities would be anticipated higher in the middle atmosphere.

On the synoptic scale, vertical velocities show considerable variability.
The dynamics of large-scale vertical motiom is discussed by FLEAGLE (1958).
Diverse methods for calculating large—scale vertical velocities are discussed in
many papers (PANOFSKY, 1946; FLEAGLE, 1958; O'BRIEN, 1970; KUNG, 1972; STUART,
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1974; SMITH and LIN, 1978; and PEDDER, 1981),

Qualitatively, it is easy to think of large-scale vertical motion as a
consequence of nearly horizontal motion on isentropic surfaces. Isentropic
surfaces are surfaces of constant potential temperature. Since parcels of air
in adiabatic motion comserve potential temperature, it is reasonable to
anticipate motion along isentropic surfaces. The consequences for vertical
motion are clear when one considers the fact that (in the Northern Hemisphere)
isentropic surfaces generally slope upwards from south to north. Northward
motion is generally ascending and often associated with clouds and precipitation
due to adiabatic cooling (PANOFSKY, 1946). In contrast, southward motionm is
typically descending and free of clouds. DANIELSEN (1961) pointed out the
significance of isentropic analysis for trajectory calculations, He gave an
example of a twelve-hour isentropic trajectory over the U,S. from northwest to
southeast which implied a ~7.4 cm s~ ! average vertical velocity. KUNG (1972)
presented an analysis of the synoptic scale vertical motion field in the
troposphere over North America. Typical vertical velocities were on the order
of 1 em s~ with extreme values about an order of magnitude larger. Large-scale
vertical motions have been analyzed in the stratosphere (MILLER, 1970) and found
to be in the same range at 2 mb (43 km).

Several studies have shown larger synoptic¢ scale vertical velocities in the
vicinity of jet streams and severe weather. WILSON (1976) analyzed 3-hr
soundings made during NASA's Atmospheric Variabilit{ Experiment (AVE) and found
extreme values of vertical motion of about 25 cm s - associated with severe
convective storms. In an earlier study of vertical velocities associated with
jet streams, ENDLICH (1953) concluded that values of 10 cm 8™~ are common and
that extreme values of the order of 25 cm s™l are possible.

Clearly, the magnitude and variability of atmospheric vertical motions can
be expected to increase with decreasing spatial and temporal scale. This is
especially true on the mesoscale where disturbances of the smallest scale can
possess large vertical velocities, While the mesoscale is not routinely
observed, special studies have been made to determine the magnitude of mesoscale
vertical motions (HARDMAN et al., 1972; TUCKER, 1973). FANKHAUSER (1974) has
analyzed data collected from a special mesoscale sounding network used in
Oklahoma by the Nationmal Severe Storms Laboratory (NSSL). His analysis revealed
a systematic pattern of tropospheric vertical motion associated with a squall
line. Maximum vertical velocities were on the order of 1 ms™, Vertical velo-
cities have also been reported from a mesoscale analysis of BOMEX data by SMITH
et al. (1975). They were found to be as large as .5 ms™ in an active meso-
scale disturbance.

On the cloud scale vertical velocities have been measured directly by
aircraft, radar and balloons. Aircraft measurement of vertical velocity is
discussed by LENSCHOW (1976) and LAWSON (1980)., LeMONE and ZIPSER (1980) report
vertical velocities measured by aircraft during GATE on the order of 5 ms™L,
They present statistical distributions of vertical velocities which show great
variability. Vertical motions have also been deduced from ascent rate
variations of rising Jimspheres tracked by radar (DeMANDEL and KRIVO, 1971). By
subtracting out buoyancy and drag variations, estimates were made of vertical
air motion, Vertical velocities on the order of .5 ms~l were reportedlduring
ascent through clear skies. Vertical velocities on the order of 1 ms™ ~ have
been obtained by precise tracking of constant level balloons (GAGE and
JASPERSON, 1976). In convective storms vertical motions as high as 10 ms™1
have been observed by Doppler radar (BATTAN, 1973).

A BRIEF SURVEY OF VERTICAL VELOCITY MEASUREMENT BY MST RADAR

It should be clear from the material presented in the previous section that
the entire spectrum of atmospheric vertical velocities is not well observed., It
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should also be clear that the magnitude of vertical motion decreases with
increasing scale so that large-scale atmospheric motions are quasi-horizontal.
It is only on the smallest scale that vertical velocities have been directly
measurable and these have never been routinely available in the past.

Since MST radars measure the radial component of motion, the principle of
measurement of vertical velocity is the same as for horizontal velocity. The
most straightforward way to measure vertical velocity is to direct the antenna
beam vertically. Since horizontal velocities are typically so much larger than
vertical velocities, care must be taken that the antenna is directed truly
vertically; otherwise, the measured velocity will be contaminated by a small
component of the horizontal wind.

Another method for obtaining vertical velocity is from VAD analysis
(PETERSON and BALSLEY, 1979; RABIN and ZRNIC, 1980). To employ this method the
radar antenna must be capable of making a complete azimuth scan for fixed zenith
angle; The horizontal velocity is determined by fitting a sinusoid to the
radial velocity over the azimuth scan., The amplitude yields horizontal wind
speed, the phase gives horizontal wind direction and any offset of the sinusoid
about zero determines the vertical velocity. A third method is to perform an
elevation scan. By this method radial velocity is plotted as a function of
zenith angle and the vertical velocity is then determined by the intercept of
the radial velocity at zero zenith angle, Vertical velocities from all three
methods have been determined using the Chatanika radar (PETERSON and BALSLEY,
1979). The profiles of vertical velocity are reproduced in Figure 1 and show a
reasonable consistency, especially at the lower heights where the vertical
velocity is largest.

T | | |
(krgg Chatanika, Alaska _|
21 October 1976
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Vertical Velocity (m/s)

Figure 1. Comparison of the vertical component of wind velocity
obtained by three different methods. (After PETERSON and BALSLEY,
1970.) [ ®...® AZSCAN data, @ ... ® ELSCAN data, A ... A Zenith
data]
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Most MST radars do not have the capability of scanning and consequently the
antenna must be directed at the zenith to measure vertical velocities, Several
case studies have been made of vertical velocities observed in this manner.
GREEN et al. (1978) observed the vertical wind associated with the passage of a
strong southerly jet stream over the Sunset radar. They reported upward
vertical motion as high as .5 me~l in the vicinity of the tropopause. GAGE et
al. (1978) and ROTTGER (1980a) report vertical motion associated with convective
storms. They found complicated patterns of updrafts and downdrafts with
vertical velocities of several ms™.

The vertical velocities associated with a jet stream and upper level
frontal zone were reported by LARSEN and ROTTGER (1982, 1983). The reflectivity
and vertical velocities are reproduced in Figure 2. Upward vertical motion of
about .5 ms ! was found on the wam side of the fromt in the vicinity of the
jet stream core, Downward motion of equal magnitude was found on the cold side
of the front through most of the troposphere. Note the structure in the
vertical velocity field. With some smoothing these velocities would reduce to
the magnitude of synoptic scale vertical velocities.

Continuous measurements of vertical velocities are now available using MST
radar. The longest uninterrupted data records are from the Poker Flat MST
radar. A 34-day record of hourly-averaged vertical winds at Poker Flat is
reproduced in Figure 3 (ECKLUND et al., 1981}, This figure shows that the
magnitude of the vertical wind varies greatly from day to day with occasional
active periods disrupting a relatively quiet background. A sample of vertical
velocities for a quiet period is given in Figure 4 and a sample of wvertical
velocities for an active period is shown in Figure 5. The accompanying 500 mb
maps show that the active period is associated with the strong winds found in
baroclinic zones. The correlation of vertical wind variability with wind speed
has been verified in a recent climatological study by MASTROM and GAGE (1983).

The large magnitude and extreme variability of the vertical wind observed
by MST radar has been attributed to internal gravity waves (or buoyancy waves).
An example of a wave-like disturbance observed by the Poker Flat MST radar is
reproduced in Figure 6 (GAGE et al., 1981). No apparent variation of phase with
altitude was observed during this wave event suggesting that a trapped mode was
observed. ' )

Other MST vertical wind observations can be found in ROTTGER (1980c¢, 1981),
FUKAO et al. (1978) and ECKLUND et al. (1982, 1983). In all cases the magnitude
of observed vertical velocities are in reasonable agreement with the magnitudes
of vertical velocities observed under similar circumstances using other
techniques. However, no direct verification by independent means has yet been
reported.

Vertical velocities have also been measured at mesospheric altitudes.
Quasi-vertical motions showing gravity wave activity have been reported by
WOODMAN and GUILLEN (1974) and by MILLER et al. (1978). More recently, BALSLEY
and RIDDLE (1983) have analyzed the mean vertical motion observed at Poker Flat
over several years. The mean wind is downward during the summer which suggests
that upward motion in the summer mesosphere is confined poleward of 65°N.

THE ACCURACY OF VERTICAL WIND MEASUREMENT BY MST RADARS

As mentioned above, direct vertical wind measurement is a new commodity in
meteorology. As a consequence, it is difficult to form an independent judgment
concerning the validity of the MST radar vertical velocities. In marked
contrast horizontal velocities determined from the Doppler shift due to
turbulent scattering have been compared to balloon and aircraft derived velo—
cities, While a few outstanding problems can compromise the validity of the
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Figure 2. Observations of the SOUSY radar. a. Reflectivity contour plot.
Difference between contour lines is 2 dB. Intensity of shading corresponds
to intensity of echoes. b. Contour plot of vertical echoes. Shading
indicates downward velocity. The interval between contours is 7.5 cm s—1.
(After LARSEN and ROTTGER, 1982.)
One-Hour Average Vertical Velocities vs Time at Heights of 3.9 10 19.7km
MST Radar, Poker Flat, Alaska
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Figure 3. 34-day record of hourly averaged vertical wind velocites at

heights of 3,9 ~ 19.7 km as observed by the Poker Flat MST radar.
(After ECKLUND et al,, 1981.)
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horizontal winds, they are generally in excellent agreement with winds obtained
by other accepted techniques.

Two features make the validity of vertical winds difficult to evaluate.
First, the magnitude of vertical winds is much smaller than the magnitude of
horizontal winds. Second, at least at lower VHF, MST radars obtain their echoes
at vertical incidence from a quasi-specular scatter mechanism, Thus, the fact
that horizontal winds are accurately measured cannot be used ‘without
qualification to justify the validity of the vertical wind measurement.

Local vertical winds observed by MST radars vary greatly but are usually
less than 1 ms™l, Because mean vertical motions are very small, it is
appropriate and advantageous when measuring vertical velocity to reduce the
limits of maximum unambiguous velocity to a few ms”l, Doing this greatly

Vertical Velocities Vs. Time at Heights of 39 to 197 km
MST ‘Radar, Poker Flat, Aloska
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Figure 4. a. Vertical velocities observed by the Poker Flat MST radar on

a quiet day (24 November 1979). b. The 500 mb analysis map for the quiet
day. (After ECKLUND et al., 1981.)
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improyes the resolution of the vertical velocity measurement, For example, if
4 me™l is used as a maximum unambiguous velocity and 256 points are used in an
FFT, then vertical velocities as small as 3 cm g1 should be resolvable in
individual spectra. Averaging, of course, further reduces the magnitude of
vertical motion that can be resolved,

GAGE et al. (1981) considered the measurement of vertical velocity in
relation to scattering mechanisms in an analysis of a wave event observed by the
Poker Flat MST radar. The wave event as a time series of vertical velocity is
shown in Figure 6. A comparison of the time series of velocities with the time
series of received power and spectral width at 10.7 km is contained in Figure 7.
The spectra reproduced in Figure 8 show that the observed spectral shape changed
dramatically with the phase of the wave disturbance., Only when the vertical
velocity was close to zero did the spectra truly appear specular. When the

Vertical Velocities Vs. Time ot Heights of 33 10 19.7 km
MST Radar, Poker Flat, Alaska
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Figure 5, a. Vertical welocities observed by the Poker Flat MST radar on
an active day (28 November 1979). b. The 500 mb analysis map for the
active day. (After ECKLUND et al., 1981.)
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VERTICAL VELOCITIES vs TIME AT HEIGHTS OF 6.2 t0 15.2 km
MST RADAR, POKER FLAT, ALASKA
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Figure 6. Vertical velocities observed from 6.2 km to 15.2 km for
6 hours on 12 October 1979. (After GAGE et al., 1981.)

vertical velocity departed significantly from zero, the spectral shape broadened
and the magnitude dropped sharply. Thus, there is some evidence to suggest that
the larger vertical velocities are a result of turbulent scattering and should
therefore be valid.

There has been some concern that MST measured vertical velocities may not
be valid under certain circumstances, ROTTGER (1980b) raised the concern that
tilting of reflecting layers contributing to diffuse reflection could adversely
bias the mean vertical velocities deduced from MST observations. Another
related concern (ROTTGER, 1981) arises when a VHF radar determines the vertical
velocity from a slightly tilted layer. The sloping layer can effectively tilt
the incident beam slightly off-vertical and, as a consequence, a small component
of the horizontal velocity would contaminate the vertical velocity measurement.
In evaluating this concern it should be borne in mind that atmospheric motiomns
are not strictly two-dimensional. Thus, a large-scale vertical velocity
component can be anticipated even for an antenna beam directed strictly
vertically. Whether tilting effects are a practical concern for the measurement
of vertical velocities observed by MST radars needs to be evaluated more fully.
It should be clear, however, that UHF radars should not experience these
problems. The practical importance of these effects could be determined by
careful comparisons of vertical velocity measurements obtained simultaneously at
UHF and at lower VHF. ‘Indeed, preliminary comparisons of vertical velocities
measured by the Chatanika radar and the Poker Flat radar show close agreement
(WATKINS and JAYAWEERA, 1983), Comparitive vertical velocity measurements with
Doppler lidar should also be pursued.

CONCLUDING REMARKS

In this overview I have attempted to evaluate MST radar measurements of
vertical velocities in the context of the magnitudes of vertical motion per-
taining to varying scales of atmospheric motion., While no definitive
conclusions can be made on the validity of MST vertical velocity measurement,
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VERTICAL VELOCITY; SIGNAL POWER, AND SPECTRAL WIDTH
AT HEIGHT OF 10.7 km vs TIME

MST RADAR, POKER FLAT, ALASKA
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Figure 7. Time series of vertical velocity signal power, and
spectral width observed during the wave event of 12 October
1979. The circled numbers refer to the spectra shown in
Figure 8. Positive velocity values are downward (after GAGE
et al., 1981.)
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Figure 8. Doppler spectra observed at various stages of the wave
event of 12 October 1979 (after GAGE et al., 1981).
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observations to date are consistent with the magnitudes of vertical motion
obtained by other methods. While some uncertainty remains due to the specular
nature of lower VHF echoes at vertical incidence, there are indications that
layer tilting effects will not limit the usefulness of MST vertical velocity
measurements in practice. Remaining unresolved is the issue of whether synoptic
scale vertical motions are measurable.
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